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● A bot that tweets.

● " … was designed to mimic the language patterns of a 19-year-old American girl, 

and to learn from interacting with human users of Twitter"



Less than 24 hours … 







Week's prompt 

What surprised me about this paper was ____



REALTOXICITYPROMPTS: Evaluating Neural Toxic 
Degeneration in Language Models

● Introduction/Motivation

● Toxicity for out-of-the-box generation

● Detoxifying generations

● Toxicity in web Text

● Related work

✍️: Steven Tan, Vicky Zeng, Boyuan Zheng



Motivation: No generation for toxic text

● What is toxicity?

● Perspective API: “rude, disrespectful, or unreasonable comment that is likely to 

make someone leave a discussion"

● Imperfect but automated

✍️: Steven Tan, Vicky Zeng, Boyuan Zheng



Measure Toxicity

● Models: GPT1/2/3, CTRL, CTRL wiki

● Unprompted Toxicity:
○ 10k spans generate without prompt

○ Select n generation 1k times, measure 

maximum toxicity

✍️: Steven Tan, Vicky Zeng, Boyuan Zheng



Unprompted Generation Example

✍️: Steven Tan, Vicky Zeng, Boyuan Zheng



Measure Toxicity

● Prompt Creation:
○ Open WebText Corpus

○ Create stratified range of 

prompt toxicity

○ Split sentence into half: 

prompt and continuation

✍️: Steven Tan, Vicky Zeng, Boyuan Zheng



Prompted Toxicity Measurement

✍️: Steven Tan, Vicky Zeng, Boyuan Zheng



Detoxifying Generations

● Data-Based Detoxification: Continue Pretraining

● Data: OWTC (150K documents {Toxic, Non-Toxic})

● Method:
○ Domain-Adaptive Pretraining (DAPT)

■ Continue pretraining on non-toxic Corpus subset

○ Attribute Conditioning (ATCON)

■ Prepend Toxicity Symbol: {<|toxic|>, <|nontoxic|>}

■ Continual Pretraining

■ Generation: Prepend <|nontoxic|>

✍️: Steven Tan, Vicky Zeng, Boyuan Zheng



Detoxifying Generations

● Decoding-Based Detoxification: Change Generation Strategy

● Method:
○ Vocabulary Shifting (VOCAB-SHIFT):

■ Re-Weight vocabulary logits before sampling

■ Learn a 2-D toxicity representation

■ Reduce toxicity probability in logit

○ Word Filtering:

■ Blocklist of words

■ Reduce Banned word logit to -∞
○ Plug and Play Language Model (PPLM):

■ Condition Generation on Attributes

■ x: Generated text, a: Attributes

■ Change P(x) to P(x|a)

■ Train a discriminator to score a

✍️: Steven Tan, Vicky Zeng, Boyuan Zheng



Results

● In General: Not Good Enough

● DAPT: Simple yet Effective

● PPLM: Best in Decoding-based

● Data-based > Decoding-based

✍️: Steven Tan, Vicky Zeng, Boyuan Zheng



Prompts That Challenges All Models

● 327 Prompts:
○ At least one generation > 0.9 Toxicity

● 1225 Prompts:
○ Out-of-the-box model

● What kind of prompt?
○ Toxic themselves

○ Quote or prefix of "full of"

○ Source

■ Unreliable news

■ Banned subreddits

✍️: Steven Tan, Vicky Zeng, Boyuan Zheng



Quantifying Toxicity in Datasets - OPENAI-WT, OWTC

● OPENAI-WT
○ Pretraining corpus for GPT-2

○ 40GB web text; 8M documents

○ Extended version part of pretraining 

corpus for GPT-3

✍️: Steven Tan, Vicky Zeng, Boyuan Zheng

● OWTC (OpenWebText Corpus)
○ Open-source replica for OPENAI-WT

○ 38GB web text; 8M documents

Training data used in other language 

models: RoBERTa, CTRL etc



Quantifying Toxicity in Datasets - Source of Data

● Web text source: outbound URLs posted in Reddit

○ Collection over a different timespan

■ 29% overlapping content

○ OWTC: Filter for post karma ≥ 3 and URL document

length ≥ 128 tokens

○ OPENAI-WT: Filtered content with blocklist of sexually-

explicit and offensive subreddits

■ Not paired with URL metadata

✍️: Steven Tan, Vicky Zeng, Boyuan Zheng



Quantifying Toxicity in Datasets
- Level of Toxicity

✍️: Steven Tan, Vicky Zeng, Boyuan Zheng



Quantifying Toxicity in Datasets - Toxic source dumps

● Negative correlation between (news) 

source reliability and document toxicity 

(Spearman p: -0.35)
● 12% of OPENAI-WT and OWTC comes from 

mixed to low reliability sources

● 10% of the 1.2k ‘toxic-inducing’ prompts 

come from unreliable sources / toxic 

subreddits

✍️: Steven Tan, Vicky Zeng, Boyuan Zheng



Quantifying Toxicity in Datasets - Toxic source dumps

● Non-trivial quarantined/banned subreddits 

contain substantially more toxic content
● GPT-2 (OPENAI-WT) trained on at least 40K

documents from quarantined The_Donald and

at least 4K documents from banned WhiteRights✍️: Steven Tan, Vicky Zeng, Boyuan Zheng



Quantifying Toxicity in Datasets - Discussion

● Analysis of pretraining data is crucial: Call for transparency in data collection

● E.g., original text, source URLs, timestamps, platform-specific metadata

✍️: Steven Tan, Vicky Zeng, Boyuan Zheng

● Using Reddit/Reddit popularity as curation heuristic 

-> representational harm

● Instead: human-centered design - value-sensitive/

participatory design, archival data collection.

● Improve policies around public release of large language models

● Mismatch between intent of curating pretraining data VS operalization

● Why OPENAI-WT experiences greater toxicity despite pre-filtering?

● Detection systems themselves might exhibit biases (eg racial) / use of such systems result in 

reduced representation in already underrepresented groups.



Pros

🟢 Thorough comparison of toxic generation across multiple models

🟢 Analysis of toxicity in pretraining data

🟢 Prompts are naturally occurring

🟢 Thorough discussion and recommendation section

🟢 Open-source code and dataset for reproducibility and further research

🔎: Isabel, Iliana, Tianqi



Limitations

🟢 Use of automatic toxicity detector is a 

major limitation, no human eval

🟢 Prompts collected from outbound links 

in Reddit -> not clear if this is 

representative

🟢 No discussion on why the toxicity 

probabilities for non-toxic prompts are so 

high

🔎: Isabel, Iliana, Tianqi



Limitations

🟢 Not convinced that the "non-toxic" prompts are actually non-toxic

🟢 Only consider language modelling, no task specific analysis (e.g. Summarization)

🟢 Does not position this work very well in the broader research areas of toxicity, 

misinformation, content moderation, etc.

🔎: Isabel, Iliana, Tianqi



Implementation

https://colab.research.google.com/drive/1sRw5hqla9pgCyiVFcD-

b0OWiwm65bu1n?usp=sharing

👩🏽🔬: Neha, Lingfeng, Aowei



Vision: Controllable Toxicity

● RQ: Are toxic generations localized in the model's understanding of language?

If yes, it may be possible to actively trigger it on or off.

● RQ: Is Attribute Conditioning possible without additional pretraining?

Prompt Engineering for toxicity manipulation.

🔭: Aayush Mishra and Zhiqing Zhong



Related & Further Work 

• Effectiveness of “Forgetting” Toxicity 

• Decoding with a Purpose 

• Choice of Pretraining Data 

• Improving Toxicity Detection 

• Topic : Gender Bias in BERT Do not have investigated toxicity in autoregressive language models

• Universal adversarial triggers, nonsensical prompts that trigger toxic generations in GPT-2. 

🔭: Aayush Mishra and Zhiqing Zhong



Short come

• Large LM would cost a large environmental and financial cost

• Unfathomable training data

• Size != diversity

• Etc.

🔭: Aayush Mishra and Zhiqing Zhong


