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sentimentsts
#!/usr/bin/env ts-node

import { fetch } from “fetch-h2";

async function isPositive(text: string): Promise<boolean> {
const response = await fetch( http://text-processing.com/api/sentiment/", {
method: "POST",
body: "text=${text}’,
headers: {
"Content-Type": "application/x-www—-form-urlencoded",
}
3
const json = await response.json();
return json.label === "pos";

}
&3 Copilot

https://github.caom/features/copilot
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Python

import boto3

Amazon CodeWhisperer

from botocore.exceptions import ClientError
Build applications faster with the ML-powered coding companion ( excel PO

# Function to upload a file to an S3 bucket
upload_file(file_name, bucket, object_name=None
"""Upload a file to an S3 bucket

https://aws.amazon.com/codewhisperer/

:param file_name: File to upload

:param bucket: Bucket to upload to

:param object_name: S3 object name. If not specified then file_name is used
:return: True if file was uploaded, else False

# If S3 object_name was not specified, use file_name
if object_name is None:
object_name = file_name

# Upload the file
s3_client = boto3.client('s3')
try:
response = s3_client.upload_file(file_name, bucket, object_name)

except ClientError as e:
logging.error(e)
return False

return True

Amazon CodeWhisperer
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: Google Al Blog

The latest from Google Research

ML-Enhanced Code Completion Improves Developer
Productivity
Tuesday, July 26, 2022

Posted by Maxim Tabachnyk, Staff Software Engineer and Stoyan Nikolov, Senior Engineering
Manager, Google Research

salesforce

Al Coding with CodeRL:
Toward Mastering Program
Synthesis with Deep
Reinforcement Learning



Evaluating Large Language Models Trained on Code
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Introduction

* Large language models: powerful!
* GPT3

* Could generate simple programs from Python docstrings
* Exciting: not explicitly trained on code generation

 — hypothesis: a specialized GPT would excel at coding tasks = Codex

* Method: inspired by real-world programming
* Real-word:iterations, bug fixes

* Approximation:generating many samples from our model, select one that
passes all unit tests

* Further evaluation:whatif only one sampleis generated?



Models & GPT

* GPT: Baseline to compare with Codex

* GPT-12B: solve no problems when single sample generated
e GPT-J: solve 11.4% of problems

* Codex = GPT + fine-tuning
* Solve 28.8% of problems with single sample generated

* Codex-S = Codex + supervised fined-tuning

 Solve 77.5% of problems with at least one correct solution
 Solve 37.7% of problems with single sample generated

e Codex-D: generate docstrings from code



Codex-S

* Motivation: some code unrelated to synthesizing functions from
docstrings

 Supervised fine-tuned on correctly implemented standalone functions

 Data collected from
* Competitive programming website
* problem statements = docstrings
e example unit tests
* Repositories with continuousintegration
* input/outputforfunctions = unit tests

* noneed to know algorithms and data structures
* complement the puzzle nature of coding competition
* broaden the distribution of tasks



Codex-D

* Motivation: describe the intent behind generated code

* But not easy
e Leave out important details
* Over conditioned on the function name
* Developers devote less time to writing docstrings



Samples

def incr_list(l: list):

"""Return list with elements incremented by 1.
>>> incr_list([1, 2, 31)

[2, 3, 4]

>>> iner_list([5, 3, 5, 2, 3, 3, 9, 0, 1231)
(6, 4, 6, 3, 4, 4, 10, 1, 124]

v

return [i + 1 for i in 1]

def solution(lst):

"""Given a non-empty list of integers, return the sum of all of the odd elements
that are in even positions.

Examples

solution([5, 8, 7, 11) ==>12
solution([3, 3, 3, 3, 3]) ==9
solution([3@, 13, 24, 3211) ==>0

return sum(lst[i] for i in range(d,len(lst)) if i % 2 == 0 and 1lst[i] % 2 == 1)

prompts

Generated
sample

prompts

Generated
sample



Evaluation

e Pass@k evaluates
d Functionalcorrectness

* k: Number of code samples
generated per problem

* Pass: Any sample that passes the
unit tests.

» Total fraction of problems solved is
reported.

* Downside: Causes high variance



Evaluation

e Pass@k evaluates
d Functionalcorrectness

* k: Number of code samples
generated per problem

* Pass: Any sample that passes the
unit tests.

» Total fraction of problems solved is
reported.

* Downside: Causes high variance

def pass_at_k(n, c, k):

mmn

:param n: total number of samples
:param c: number of correct samples
:param k: k in pass@S$SkS$

mmrn

if n - ¢ < k: return 1.0
return 1.0 - np.prod(1.0 - k /
np.arange(n - ¢ + 1, n + 1))

Figure 3. A numerically stable script for calculating an unbiased
estimate of pass@k.

* Let's reduce variance:

* Generate n >= k samples per
task

* n=200
e k<=100

e ¢: Countthe number of correct
samples, c<=n

e (Calculate unbiased estimator



Evaluation Metric

* BLEU Score vs. Pass @ k
* Match based metric vs Function based metric
* Sequential vs Tree structure

* Ambiguity in NLP vs Unique semantics in Code
* BLEU score has problems getting semantics that are code-specific



Evaluation Metric

* BLEU Score vs. Pass @ k
* Match based metric vs Function based metric
* Sequential vs Tree structure

* Ambiguity in NLP vs Unique semantics in Code
* BLEU score has problems getting semantics that are code-specific

Conclusion: BLEU score may not indicate improved rates of functional correctness in practice.




Datasets

* HumangEval
* Dataset of 164 handwritten programming problems

e Each problemincludesa
* Functionsignature
* Docstring
* Body
Unit tests, 7.7 tests per problem
* Programming tasks in the HumanEval dataset assess
* Language comprehension
* Reasoning
e Algorithms
e Simple mathematics.



pass@k in practice

0s
os.environ|

evaluate
code eval = load(

test cases

candidates
pass at k,
print(pass

candidates
pass at k,
print(pass

candidates
pass at k,
print(pass

= [

= [
results
at k)

= [
results
at k)

= [
results
at k)

load

code

id

code

code

def pass_at_k(n, c, k):

‘ ] :param n: total number of samples
eval.compute(references=test cases, predictions=candidates,

:param c: number of correct samples
:param k: k in pass@SkS$S

mnrn

]

eval.compute(references=test cases, predictions=candidates, if n - ¢ < k: return 1.0
return 1.0 - np.prod(1.0 - k /
np.arange(n - c + 1, n + 1))

]

eval.compute(references=test cases, predictions=candidates,

' € i

Figure 3. A numerically stable script for calculating an unbiased
estimate of pass@k.

TERMINAL

$ /bin/python3 /home/fadil/Desktop/test/t.py



Results: Temp vs k

In sequence generating models, for vocabulary of size N (number of words, parts of words, any
other kind of token), one predicts the next token from distribution of the form:

softmax(z;/T) i=1,...N,

Here T is the temperature. The output of the softmax is the probability that the next token will be
the i-th word in the vocabulary.

The temperature determines how greedy the generative model is.
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Codex and Codex-S Comparison on HumanEval

PASS@k
E=1 k=10 k=100

GPT-NEO 125M  0.75% 1.88% 2.97%

Pass Rate vs Model Size

0.7 { — pass@1 (T*=0.2) GPT-NEO 1.3B  4.79% 7.47%  16.30%
L e i Lt L GPT-NEO2.7B  6.41% 11.27% 21.37%
i p GPT-J 6B 11.62% 15.74%  27.74%
& i A TABNINE 2.58%  4.35%  1.59%
8 03 ' CODEX-12M 2.00% 3.62%  8.58%
oy CODEX-25M 321%  7.1%  12.89%

' CODEX-42M 5.06%  8.8%  15.55%

0.1 - CODEX-85M 8.22% 12.81% 22.4%
e — CODEX-300M 13.17% 20.37% 36.27%
S P s v e COLER G100 i600% o574 40 05%

L 9 = 19 v L CODEX-2.5B 21.36% 35.42%  59.5%

Non-embedding parameters CODEX-12B 28.81% 46.81% 172.31%




Codex and Codex-S Comparison on
HumanEval

Codex-S Pass Rate vs Model Size
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Datasets

* APPS

» APPS dataset was used to measure the coding challenge competence of
language models.

Collected from open source materials
10,000 coding problems
5000 training problems

* Each with a set of unit testsand, for the trainingdata, a set of correct solutions.

5000 testing problems

e Each with a set of unittestsand, for the trainingdata, a set of correct solutions.



APPS Results

INTRODUCTORY INTERVIEW COMPETITION
GPT-NEO 2.7B RAW PASS@ | 3.90% 0.57% 0.00%
GPT-NEO 2.7B RAW PASS@5 5.50% 0.80% 0.00%

1-SHOT CODEX RAW PASS @ |
1-SHOT CODEX RAW PASS@5
1-SHOT CODEX RAW PASS@ 100
1-SHOT CODEX RAW PASS@ 1000

4.14% (4.33%)
9.65% (10.05%)
20.20% (21.57%)
25.02% (27.77%)

0.14% (0.30%)
0.51% (1.02%)
2.04% (3.99%)
3.70% (7.94%)

0.02% (0.03%)
0.09% (0.16%)
1.05% (1.73%)
3.23% (5.85%)

1-SHOT CODEX FILTERED PASS @ 1
1-SHOT CODEX FILTERED PASS @5

22.78% (25.10%)
24.52% (27.15%)

2.64% (5.78%)
3.23% (7.13%)

3.04% (5.25%)
3.08% (5.53%)




def add_elements (arr, k):
LN

Given a non-empty array of integers arr and an

L] L] L]
integer k, return
I I I the sum of the first k element that has at most two

digits.
Example:

Input: arr = [111,21,3,4000,5,6,7,8,9], kK = 4

Not sample efficient to train o 24 # sum of 21 + 3
Invoke undefined/out-of-scope functio & = 11

Performance degradation as docstring $42 COUWPLETION 1 (WRONG) 444
Have difficulty with binding operations s+ cowusrron 2 aroner: #4s

for i in range (0, k):

if len(str(arr(i])) < 3:
k =k -1
def do_work(x, y, z, w): else‘f“"-i““e
mwr Add 3 to y, then subtract 4 return arr[i]
from both x and w. Return the
product of the four numbers. """ ### COMPLETION 3 (WRONG): ###
— sum_ = 0
t=y + 3 D -
u=x -4 while k > 0 and i < len(arr):
— * if len(str(arr[i])) <= 2:
v = Z W sum_ += arr[i]
return v k —=1
i4=1

return sum__



Thank You!



Empiricist

e Examplesfrom CoPilot (https://github.com/features/copilot).

e Examplesfrom a public model, CodeGen.

e Examplesfrom GTP-2 (https://beta.openai.com/playground).

e Testand evaluation of the codes generated by GPT-2
e (https://colab.research.google.com/drive/1R6rWcqseTKGWqIBiPyllutwBx4xEQuCl#

scrollTo=hiNfrgWr8VI1)

@: Empiricist: Tiangi Shang & Haoyue Guan@

25
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https://beta.openai.com/playground
https://colab.research.google.com/drive/1R6rWcqseTKGWglBiPyIIutwBx4xEQuCl

