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As | mentioned in the class, if everyone is on board | am happy to move the final project presentations earlier
before the final exam.

« Currently, the final presentation/report is due Dec 22.
« The alternative is to move the final presentation to Thursday, Dec 8, and the final report deadline to
Sunday, Dec 11 (just before the reading days).



As | mentioned in the class, if everyone is on board | am happy to move the final project presentations earlier
before the final exam.

« Currently, the final presentation/report is due Dec 22.
« The alternative is to move the final presentation to Thursday, Dec 8, and the final report deadline to
Sunday, Dec 11 (just before the reading days).

What is your preference?
12 responses

Keep it as is (Dec 22) 2 (16.7%)

The alternative (an earlier date)

9 (75%)

Either is fine 2 (16.7%)



Comments

e '"l'd preferthe earlier date in general but the only issue is that that week is EMNLP,
so a few of us will be traveling. If there is an alternate way to submit our
presentations by Dec 8th (e.g. a recording) I'd prefer the earlier date."

e "It would be great if we move the report date to a bit laterif possible"

e "[MASK]and!lareat EMNLP in Abu Dhabi during this time but we are very happy to
do the earlier date + coordinate some sort of virtual presentationif possible "



Problem Statement

Some issues with pre-trained neural language models:
* They cannot easily expand or revise their memory

* They can’t straightforwardly provide insight into their
predictions

* They may produce “hallucinations”

Stakeholders Z4: Muzzi & Fadil



Model Overview
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Figure 1: Overview of the model.

« Combined pre-trained retriever (Query Encoder + Document Index) with a pre-traine
seqg2seq model (Generator) and fine-tune end-to-end.

« For query x, Maximum Inner Product Search (MIPS) is used to find the top-K

documents z .
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Models difference

PRAG-Sequence y|37 an p9 y‘x Z an ‘.’IJ H O(yi|xaz7y1:i—1)

zetop-k(p(-|x)) z€top-k(p(-|z))

N

PRAG-Token ym H pn(2|a?)p9(yz~|a?,Z@,yu—l)
t zetop-k(p(-|x))

Both models are trained by directly minimising the log likelihood of each target - log p(y|x)
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Overall Setup

* Asingle Wikipediadump is
used for all experiments

e Each article is splitinto 100
word chunksto form 21 M
documents

* The top k documents are
retrieved for each task with
k being limited between 5
to 10

 Stakeholders Z&4: Muzzi & Fadil



Open Domain Q/A

* Questions are treated as input output
text pairs

* RAG is trained by minimizing negative
log likelihood

* Comparisons are made to the

extractive Q/A paradigm and to
closed book Q/A

* Tested on 4 datasets Natural
Questions (NQ) , TriviaQA
(TQA) WebQuestions (WQ) and
CuratedTrec (CT)

 Stakeholders Z&: Muzzi & Fadil



Results

Model NQ TQA wWQ CT
Closed T5-11B [52] 34.5 - /50.1 374 -
Book  T5-11B+SSM[52] 36.6 - 160.5 44.7 -
Open REALM [20] 404 -/ - 40.7 46.8
Book DPR [26] 41.5 57.9/ - 41.1 50.6

RAG-Token 44.1 55.2/66.1 45.5 50.0

RAG-Seq. 44.5 56.8/68.0 45.2 52.2




Abstractive Q/A

* MMARSCO NLG is used as the task

* There are 10 gold passages retrieved
for the questions via a search engine
and then annotated intoan answer

* Using only the Questions and answers
makes MMARSCO abstractive

* RAG must rely on its parametric
knowledge to generate reasonable
answers
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Results

* Approaches

» Specially impressive given
that there s no access to the

* RAG less and
gives more factually correct
answers than

Model Jeopardy MSMARCO FVR3 FVR2
B-1 QB-1 R-L B-1 Label Acc.

SotA - - 49.8*% 499* 76.8 92.2%

BART 15.1 19.7 382 41.6 640 8I1.1

RAG-Tok. 17.3 22.2 40.1 41.5

RAG-Seq. 147 214 408 442 22 893




Jeopardy Q/A

* Generates factually demanding
Jeopardy questions

* Splits from SearchQA, with 100K
train, 14K dev, and 27K test examples
are used

* BART model is trained for comparison

* Finally human evaluation is done for
accuracyand specificity

 Stakeholders Z&: Muzzi & Fadil



Results

Outperforms
with both
outperforming BART

e RAG more factual in
cases |

Model Jeopardy MSMARCO FVR3 FVR2
B-1 QB-1 R-L B-1 Label Acc.

SotA - - 49.8*% 499* 76.8 92.2%

BART 15.1 19.7 382 41.6 640 8I1.1

RAG-Tok. 17.3 22.2 40.1 41.5

RAG-Seq. 147 214 408 442 22 893




FEVER

Classifies whether a natural language
claim is supported or refuted by
Wikipedia

Retrieval problem coupled with
entailment reasoning task

Map FEVER class labels (supports,
refutes, or not enough info) to single
output tokens and directly train with
claim-class pairs

No supervision is used on retrieved
evidence

Stakeholders Z4: Muzzi & Fadil



Results

e Within of SOA systems

e Within of ROBERTa SOA
although its only given the
claim

e Top 10 document are gold in
of cases!

Model Jeopardy MSMARCO FVR3 FVR2
B-1 QB-1 R-L B-1 Label Acc.

SotA - - 49.8*% 499* 76.8 92.2%

BART 15.1 19.7 382 41.6 640 8I1.1

RAG-Tok. 17.3 22.2 40.1 41.5

RAG-Seq. 147 214 408 442 22 893




Additional results

1) Generation diversity MSMARCO Jeopardy QGen

Gold 89.6% 90.0%
BART 70.7% 32.4%
RAG-Token 77.8% 46.8%
RAG-Seq. 83.5% 53.8%
2 ) Retrieval Ablations Model NQ TQA WQ CT Jeopardy-QGen MSMarco FVR-3 FVR-2
Exact Match B-1 QB-1 R-L B-1 Label Accuracy
RAG-Token-BM25 297 415 321 331 | 175 223 555 484 75.1 91.6
RAG-Sequence-BM25  31.8 44.1 36.6 338 | 11.1 19.5 56.5 469 : :
RAG-Token-Frozen 37.8  50.1 371 51.1 | 16.7  21.7 559 494 72.9 89.4
RAG-Sequence-Frozen 412 521 41.8 526 | 11.8 19.6 56.7 473 ’ ’
RAG-Token 435 548 46,5 519 ‘ 179 22.6 562 494 ‘ 745 %06

RAG-Sequence 440 558 449 534 | 153 215 572 475




1) Index hot swapping

Replacing non parametric memory is enough to change the way data works in
RAG !

Additional

1) Effects of more documents

results
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Proposed 2 version of RAG:
N RAG RAG Sequence (Retrieved single doc from data

VERSION ‘ base and condition on 1 doc)
DIVERSITY RAG Token (Retrieved multiple doc from data
base and switch b/w the set of doc )

Define "middle ear" (x) ) “: e.earnléc u:es
End-to-End Backprop through g and pe the tympanic cavity and
Question Answering: the three ossicles. (y)

Question Query Question Answering:

Answer Generation
Barack Obama was supports (y)
born in Hawaii. (x) upport Yy

Fact Verification: Fact Query Margin- Fact Verification:

. Label Generation
alize

'Ehe Divine > q — Pe 3 This 14th century work

Comedy (x) is divided into 3
Jeopardy Question

Generation:

Answer Query

sections: "Inferno",
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Question Generation




X RAG VARIANCE COMPARISON

Model

SotA
BART

RAG-Tok.
RAG-Seq.

Jeopardy MSMARCO FVR3 FVR2
B-1 QB-1 R-L B-1 Label Acc.

- - 49.8* 49.9* 76.8 92.2%
15.1 19.7 382 416 640 81.1
17.3 222 40.1 415

14.7 21.4 40.8 442 72.5 89.5



X INTERACTION B/W PARAMETRIC VS NON -
PARAMETRIC




X OTHER POWSITIVES

Latent Retrieval: No labels needed for retrieved docs.
General in use/application: For any seq2seq task.

Easy to follow and well visualized.



X OTHER POSITIVES (CONT.)

Results indicate what RAG model, RAG-token vs RAG-seq, perform better on certain
tasks, so others interested in solving certain problems (Open-domain Question
Answering)for instance, might opt to using RAG-seq model.

Usage of pairwise comparative evaluation as opposed to Likert scores or single-turn
pairwise evaluation for Jeopardy Question Generation.

RAG's world knowledge can be updated by replacing its non-parametric memory
unlike GPT (reducing hallucinations).

« Afterupdating Wikipedia dumps, they saw that RAG had 70% accuracy in the
2016 indexand 68% accuracy in 2018 index. - "Who is the President of Peru?"



NEGATIVES

No clear explanation/hypothesis as to why the RAG-Tok model outperforms the RAG-Seq or
vice versa in certain experiments. This was only done for the Jeopardy Question Generation
experiment but not others.

Bringing up points not previously addressed in previous sections of the paper, such as the
reference to Rouge-L points (could be a negative based on the type of reader).

Nit-pick: Grammatical errors

Retrieval and Generation framework discussed in the paper hasalso been used in other
papers butwas presented a new idea that was developed.

Retrieval-guided Dialogue Response Generation via a Matching-to-Generation Framework

Does RAG only look at Wikipedia articles? What happens if these articles are outdated? How
can we fact-check the "facts?" Thiswas a downside addressed in the broaderimpactsection
of the paper.


https://aclanthology.org/D19-1195.pdf

RAG Fact-verification experiments

S End-to-End Backprop through g and py e
- Retriever p, Document “\/ Generator pu"" yod
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. . ) Barn in Esvail, (=) q{g: - " :::J-nu iwl
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Figure 1: Overview of our approach. We combine a pre-trained retriever (Juery Encoder + Document
fnedex) with a pre-trained seq2seq model (CGenerator) and fine-tune end-to-end. For query @, we use

- InpUt: d CIaImI OUtpUt: 3 C|asses Maximum Inner Product Search (MIP3) to find the top-K documents z;. For final prediction p, we
d | | . f . treat = as a latent variable and marginalize over seq2seq predictions given different documents,
- TeSt RAG models classitication Table 2: Generation and classification Test Scores,
- MS-MARCO SotA is [4], FEVER-3 is [68] and
ability FEVER-2 is [37] *Uses gold contexi/evidence.

Best model without gold access underlined.

- Map 3 labelsto single token and
train claim-classpairs

Model Jeopardy  MSMARCO FVR3 FVRI
B-1 QB-1 R-L B-1  Label Acc.

SotA - - 498 499+ TaR 911+
BART 151 197 382 416 640 811

RAG-Tok. 173 222 4001 415
RAG-Seq. 147 214 408 442 '=7 222

‘It : HaBui


https://www.google.com/search?q=retrieval-augmented+generation+for+knowledge-intensive+nlp+tasks&oq=Retrieval-Augmented+Generation+for+Knowledge-Intensive+NLP+Tasks&aqs=chrome.0.69i59i512j0i512j0i22i30j69i61.291j0j7&sourceid=chrome&ie=UTF-8

Use RAG model to support improving Wikipedia Verifiability

- Motivation: claimsthat are likely to be challenged need to be backed by citations

Claim to verify
") Blackfoot Confederacy _ e
T ' Sphere Retrieval Engine Sphere corpus

Joe Hipp, Heavyweight boxer, the first

Native American to compete for the — CommonCrawl

WBA World Heavyweight Title.[73] snapshot

Generative Sparse 134M web articles
73. "Blackfoot Culture and History". — > query expansion T2 Tnidex 906.3M passages
l Existing citation (LI N Query 5 Dense Suggested citation
encoder Index
o Blackfoot Culture and History e Warrior in the ring: Boxing
e e with Marvin Camel

Ancient history s interesting and

important, but the Blackfoot Indians e e 101989 at the twilight of his career,
a6 8t H18re ocay; Lud, 8 we o ) Camel fought Joe Hipp of the Blackfeet
feature modern writers as well as Final Rank Nation. Hipp, who became the first
traditional folklore, contemporary art er : % S

o o Verification Engine _L) Native American to challenge for the

g world heavyweight championship, said
and struggles of today as well as the :Q the fight was one of the weirdest of his
tragedies of yesterday.
@ e

Figure 1: The decision flow of SIDE from a claim on Wikipedia to a suggestion for a new citation is as follows:
(1) the claim is sent to the Sphere Retrieval Engine which produces a list of potential candidate documents
from the Sphere corpus; (2) the verification engine ranks the candidate documents and the original citation
w.r.t. the claim; (3) if the original citation is not ranked above the candidate documents, then a new citation
from the retrieved candidates is suggested. Note that the score of the verification engine can be indicative
of a potential failed verification, as the one reported in the example.

: Ha Bui Eablo.etal. 2022 Improving Wikipedia Verifiabiity with Al


https://arxiv.org/abs/2207.06220

