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Leverage knowledge from LLM/VLM to make the physical world 
working
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Demonstrate the 

reasoning ability 

based on the massive 

human knowledge 



Why?
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The classical algorithms work for many 

applications. 

However, if the tasks become complex: 

1. Complex Pipeline: Given a natural 

language description task, the robot 

needs to parse the command the execute 

the tasks; 

2. Complex Tasks: Computer Vision, 

Perception, Navigation, Motion Planning, 

Language Understanding … 

3. open-set of instructions  and open-set of 

objects 



Many Challenges 

• LLMs and VLMs are trained by texts and images. 

• For Robotics: 

• Representation Space ( Configuration Space) 

• The positions of robot components are 
usually represented by a configuration 
space: 

• Multi-Mode Observation 

• Include the data of positions, 

• world frames, forces, 

• etc 

• Action Space

• Action Space is variable for different tasks. 
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Previous Approaches 

• Pre-defined motion primitives: 

• liftArm()

• moveToLeft()

• closeGripper()

• … 

• Use LLMs / VLMs to compose new programming. 

• Limitation: 

• Heavily depends on human-defined rules

• How many primitives do we need to define as

    the problems become challenging? 

• cannot be adapted to different environments

• cannot sophistically control the robot 
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Question: 

How do we use the 

LLMs/VLMs knowledge to 

complete the robotics 

tasks, such as "turn on the 

lamp", "Open the top 

drawer. Please also watch 

out for that vase! ", given 

an open set of instructions 

and an open set of objects 

without human-defined 
primitives? 

Keywords: Embodied AI, 

physical intelligence
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Some Terms 

Voxel = Volume x Element 

Affordance map:  The volume 

elements that the robot can take 

action. 

Constraint Map:  The volume 

elements that the robot cannot take 

action. 

End-Effort: The part of a robotic 

system that directly interacts with the 

environment. VoxPoser 



Robot Kinematics 

• Question? How to move the end effort from position A to 

position B. 

• The robot’s end effort x = (xx, xy, xz) is determined by joint 
angles, q = [q1, q2, .. qN]. 

• Therefore, x = f(q). 

• dx / dt = df/dq * dq / dt 

• df / dq is a matrix, and the elements are the partial values for 

each joint.  Mathematically, this matrix is named the 
“Jacobian Matrix”. 

• For a simpler example with two joints: 

• - We can get the Jacobian Matrix by the combination info of 

the joints. 

• - Then, dx / dt is the velocity because the x is a vector. 

• - Therefore, 
𝑑 𝑞

𝑑𝑡
=

𝑑𝑓

𝑑 𝑞

−1
∗

𝑑 Ԧ𝑥

𝑑𝑡
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Problem Setting 

• Given the language, 𝑙𝑖 , such as "Open the top drawer. Please also watch out for that vase! ”, as a 

task description. 

• We need a trajectory 𝜏𝑖
𝒓 for robot r and instruction 𝑙𝑖.  

Each waypoint: [x, y, z, vx, vy, vz, gripper_action[0/1]]

• We formulate an optimization problem defined as follows: 
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𝑇𝑖:  environment states during the task execution

𝐹𝑡𝑎𝑠𝑘: the cost of the sequential states for task i
𝐹𝑐𝑜𝑛𝑡𝑟𝑜𝑙 : the cost the trajectory 

𝐶𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠

Ttask: How will the state fit to the 
task
Tcontrol: The time or energy cost 
when executing the actions. 



A complete example – Step1

• Task: put the sweeter fruit in the tray that contains the bread.

• Step1: using planner prompt let LLM learn and decompose the task into several sub-tasks. 
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planner prompt.txt



A complete example – Step2

• For each decomposed sub task, the composer_prompt will let LLM with context learning and get 
corresponding affordance and avoidance maps. 
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composer_prompt.txt



A complete example – Step3

• Generate getting affordance and avoidance maps by LLM context learning. 
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get_affordance_map.txt get_avoidance_map.txt



A complete example – Step4

• Generating query objection code by LLM context learning. 
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parse_query_obj.txt
Next Slides will demonstrate how to get the trajectory. 



How to get the path?

Ans: argmin cost map  

After getting the path, 

use robotic motion 

kinematics can make 

the joints moving 
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Efficient Dynamics Learning with Online Experiences 

• VoxPoser can get trajectories directly from observation and LLMs/LVMs. 

• Can VoxPoser learn where the target is in the next observation? 

• Step 1: Given obs and target (x, y, z)s by VoxPoser Affordance and Avoidance map,  getting 
the moving distance and directions. These distances and directions are generated with 
random sampling. (Because the robot cannot move its end-effort to the target in a single 
step, it needs to move it gradually) 

• Step 2: Based on the moving distance samplings and directions,  we can get the moving 
directions if is matched with the current target and observation. E.g ., if the gripper 
direction is +1, and the target position – contact position > 1, it means the direction is 
correct. Otherwise, the gripper direction is wrong, and we should ignore this motion.  

• Step 3: Calculate the next observations by the moving distances after filtering. 

• Step 4: VoxPoser can predict the trajectory even without really applying the moving 
actions. 
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Experiment Setting

• LLMs: GPT-4, which generates code 

recursively. 

• VLMs: OWL-ViT, open-vocab detector, 

which provides the location by giv ing an 

object name. 

• Environment: RLBench. 

• Evaluation Metrics: Success Rate in real 

world.
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Experiment Results 
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Efficient Dynamics Learning with Online Experiences 

• Zero-Shot

• Get Planning directly from 

   observation 

• No Prior

• Dynamic Models predict 

   next observation without 

   initial trajectories 

• With Prior 

• Dynamic Models predict 

   next observation with k 

   zero-shot trajectories.
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Error Breakdown

• “Dynamics error” refers to errors made 
by the dynamics model

• “Perception error” refers to errors 
made by the perception module

• “Specification error” refers to errors 
made by the module specifying cost or 
parameters for the low- level motion 
planner or primitives. 

• VoxPoser achieves lowest 
“specification error” due to its 
generalization and flexibility 
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Limitation and Future 

• 1. It relies on external perception modules, which is limiting in tasks that require 
holistic visual reasoning or understanding of fine-grained object geometries 

• 2. Prompt Engineering. 

• 3. More of perception: 

• the implementation of detect() in source code: 

December 3, 2024 19

How to locate objects

in 3D space is critical and 

an open problem. 



Review

• Prompt Engineering: Demonstrate the code 
generation for the robot motion planning. 

• LLMs and VLMs: Generate corresponding 
code that drives the whole framework. 

• Use Voxel Map and Value Optimization to 
remove the dependency of the primitive 
operations. 

• Predict the next observation by random 
sampling motions. 
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Insights

• Leverage LLMs / VLMs to provide 

instructions for robotics problems. 

• Recursive code generated by prompt 

engineering and LLMs. 

• Perception is critical for improving the 

robotics success rate in such problem 

settings. 

• Physical intelligence is fast-forwarding 

because of the foundation model’s success. 

The future may be exciting. 
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Thanks!
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