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What is 🍷 FineWeb &  📚 FineWeb-Edu ?

🍷 FineWeb

● A new, large-scale (15-trillion tokens, 44TB disk space) dataset for LLM pretraining.
● Derived from 96 CommonCrawl snapshots and produces better-performing LLMs 

than other open pretraining datasets.

📚 FineWeb-Edu

● A subset of FineWeb constructed using scalable automated high-quality annotations for 
educational value.

● Outperforms all openly accessible web-datasets on a number of educational 
benchmarks such as MMLU, ARC, and OpenBookQA

https://huggingface.co/datasets/HuggingFaceFW/fineweb
https://huggingface.co/datasets/HuggingFaceFW/fineweb-edu
https://commoncrawl.org/
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The 🍷 FineWeb recipe



Text Extraction from …?

CommonCrawl! 

WARC(Web ARChive format)                                         WET (WARC Encapsulated Text) 

trafilatura

Text

Encapsulate

too much boilerplate 
and menu text



Base Filtering

Remove adult content English only Quality and repetition filters

URL filtering Language filtering Gopher filtering



Deduplication

MinHash: a fuzzy hash-based deduplication technique

● Collect each document’s 5-grams

● Comput MinHashes using 112 hash functions in total, split into 14 buckets of 8 
hashes each

● Documents are matched if they have the same 8 minhashes in at least one of the 
14 buckets



Deduplication
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Deduplication
Apply MinHash globally

● Applied to all 96 snapshots 
chronologically

● Removed up to 90% of data in oldest 
snapshots；4 trillion tokens left

● Unexpectedly lower performance than 
Refined-Web
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Deduplication
Why lower? Another Experiment

● Originally kept data:
Kept after global minhash(31 billion tokens)

● Originally removed data:
Removed data by global minhash(460 billion) 

171 billion tokens

Individual minhash
(Deduplicate each 
snapshot independently 
from the other crawls)



Deduplication

Apply MinHash individually

● Applied to each snapshot 
independently

● Resulted in 20 trillion tokens

● Matched RefinedWeb's performance

Globally VS Individually?  Individually！ 



But wait, something perplexing was seen

C4[1] a heavily filtered dataset was 
still performing better than base 
filtering and independent MinHash



Quality Filtering - Bridging gap to C4

All Filters

Term Punc Curly 
Bracket

Word 
Length



Three custom filters through a statistical approach

● Remove documents where the fraction of lines 
ending with punctuation ≤ 0.12 (10.14% of tokens 
removed) — vs the 30% from the original C4 
terminal punct filter

● Remove documents where the fraction of 
characters in duplicated lines ≥ 0.1 (12.47% of 
tokens removed) — the original MassiveText 
threshold for this ratio is ≥ 0.2

● Remove documents where the fraction of lines 
shorter than 30 characters ≥ 0.67 (3.73% of tokens 
removed)

Low 
quality
dataset

High Level 
metrics

> 
Wasserstein 

distance

High 
quality
dataset

Choose 
threshold by 
histogram

Validate



The final recipe

✅ Surpass C4

✅ Have larger corpus

✅ Checkpoints every 1000 
steps

✅ Highest performing models on 
any open dataset



But there is more - Fineweb Edu

Why?



The synthetic data bit..

PARITY

Synthetic 
bootstrapping



Annotation



Classifier



Filtering

1.82B model trained on 8B tokens



Result



Current state - Bonus



Thoughts and takeaways

● So the crawling content is decreasing a lot but so what?
○ Why do we still need crawling? Don’t we have all the data we already need?
○ Maybe because we have a very skewed crawl: asia and africa young population who just 

recently gained access not included
● Larger companies with already good pretrained models will use bootstrapping 

is the future as seen by Llama3 circumventing the need of crawls. 
● Important to have open science to save millions and democratize technology



Other interesting projects going on


