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Question Definition

For humans, it’s natural to think

longer on difficult problems.
How to introduce this capability into LLMs?

Benefits:
- [ : Improve the performance on the testing phases

- © :Decrease the cost in training and pre-training phases;

- @ :Is possible to use extra, even spare, computation resource in
testing steps to increase overall performance?
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Let’s Think it Deeper

1. Not only about better performance on reasoning and

inference;

2. The model will not need to be very large because of
the improvement in testing steps, and we can deploy
smaller size model in devices but reach the same, even

better performance;

3. It’s a path towards a general self-improvement

LLMs without / weakly-with human supervision.
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Someone has already started

(5]

ChatGPT o1-preview

then had eggs

Please mathematically proof that in this world had chicken first and

Thought for 8 seconds ~

Mapping the problem

The user seeks a mathematical proof that the chicken precedes the egg. This question
traditionally falls under biology and evolution, but a mathematical logical argument might
provide a solution.

Revisiting assumptions

I'm assembling a logical map for a mathematical proof to argue that chickens, not eggs,
appeared first. Evolution suggests eggs preceded chickens, but I'll define parameters to
challenge this idea.

Identifying genetic origins

I'm noting the genetic basis of a chicken, G_C, and how mutation during reproduction from
proto-chickens led to the first true chicken, resulting from a non-chicken egg with a chicken
embryo.

Taking a closer look

First, I'm proposing that a chicken egg is an egg laid by a chicken. This suggests the chicken
came first, then laid the egg. I'm working through this logically and formally to clarify the
sequence.

This explanation clarifies that the first chicken emerged due to genetic evolution and was born
from an egg, which was laid by a non-chicken, disproving the common chicken-and-egg
paradox.

N

w

»

o

o
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Logical Proof:

Ancestral Lineage: Let's denote the immediate ancestors of the first true chicken as proto-
chickens. These are organisms extremely similar to chickens but not classified as Gallus

gallus domesticus due to slight genetic differences.

. Mutation Event: Two proto-chickens mate and produce an offspring. Due to a specific

genetic mutation during reproduction, this offspring has the exact genetic makeup to be

classified as a chicken (C).

« Mathematically, if G p represents the genetic code of proto-chickens and G ¢ represents

that of chickens, then:
Gp+ AG =Ge
where AG is the genetic mutation occurring during reproduction.

Egg Origin: The egg from which this first chicken (C) hatches was produced by proto-
chickens. According to our definition, since the egg was laid by proto-chickens (not

chickens), it is not a "chicken egg" (E) but a "proto-chicken egg."

First Chicken Egg: The first true chicken egg (E) is the one laid by the first chicken (C). This
egg contains the genetic material of a chicken and is laid by a chicken, satisfying our

definition of a chicken egg.
Conclusion: Therefore, the sequence of events is:
« Proto-chickens lay a proto-chicken egg = First chicken (C) hatches.
« First chicken (C) grows and lays the first chicken egg (E).
Mathematical Representation:
+ Lett = 0 be the time when the first chicken (C) exists.
+ Att = —1, only proto-chickens and proto-chicken eggs exist.

« Att = 1, the first chicken egg (E) is produced by the first chicken (C).
WA
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Methods

1. Verify the correctness of individual steps
using a process-based reward model.

By Search

Verify/ Refine Verify/ Refine Verify/ Refine

Use Model to Revise it directly l ‘ l ‘
» 2. Improving the proposal distribution. ‘ output_2 ] output_3 output_4

* What to know: test-time compute-optimal
scaling strategy

N ~ d truth

finding 8, test-time
Updated Policy compute hyper-
parameters

compute model
budget predict
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Efficiency Comparison: FLOPs

e comparison between a smaller model
with additional test-time compute and
pretraining a 14x larger model.

pretraining

FLOPs
* scaling up test-time computation can be
more preferable to scaling up pretraining,
but not for all problems;

e For more difficult prompts, it will be less
efficient when applying test time scaling

up.

inference FLOPs
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Improve Accuracy by a Revisor ORM

Offline Reward
Offline Reward Model

ORM O ORM Verses PRM
E‘ 40 =@= PRM best-of-N weighted
Base-LM Majority
@@= ORM best-of-N weighted
PRM: P1 S
<
330
Ex g
25
?
i)
T 20
. . g
Which is =
102

Number of Samples

Figure 14 | We compare PRM and ORM models finetuned from PaLM 2-S* in a best-of-N evaluation. We
use the PaLM 2-S* base LM to sample outputs, using a few-shot prompt. We see that the PRM greatly
outperforms the ORM at a larg number of samples.

a single resuld-based answer

Process
Reward Model
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Difficulty of g: assign g to one of five

1 i difficulty levels. Use thi input t
Experiment Settings and Methods HEELE IS, BRI o [T

get optimal parameters settings.
Getting from a LLM

* _ d truth
?q’y*(q)(N ) = argmax(2 (Ey-Target(on.q) [ Ly=y*(q)]) » gr(;:/ r;nt\;u\t

finding 0, test-time compute hyper-parameters

Updated Policy

There are several different hyper parameters: e.g

G s T EEETTaa—




e Dataset: MATH benchmark, which consists
of high-school competition level math
problems.

e Models: PaLM 2-S*

* Method Y4: Scaling Test-Time
Compute Via Verifiers

Stepl: Training Process Reward Model:
supervise PRMs without human labels, using s
estimates of per-step correctness obtained
from running Monte Carlo rollouts from each
step in the solution, corresponding to value
estimated.

Step2: Score a set of solutions using PRM.

ATH Accuracy (%)

Compute Optimal Search

45

«@= Majority
«@= ORM Best-of-N Weighted
«@= PRM Best-of-N Weighted
a@= PRM Compute Optimal

~
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PRM Search _
Methods i

Best-of-N Beam Search Lookahead Se rch

| Generate N full solutions, Select the top-N samples
Tocung the best one win e | reach sip g e
estion | v Question £ Question
| L J

ppppppp

E N :

: atens 1 :

: / :
(——I '—'_'I r——l (%"‘I LTl L L T T e 4
[} [} I | I I 1 [}

Continue Search from
the top-N options

(- —_—l (—"\—‘I\,\—;—, FEOS ) (I v —evprrs : Select By Verifier and

S I B R Proceed

Process Reward Model

Select the best final answer using the verifier Select the best final answer using the verifier

Key: r —

1 1= Apply Verifier = Full Solution = Intermediate solution step = Selected by verifier = Rejected by verifier
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TeSt—tiHle Sca']jng for Comparing PRM Search Methods

Search with Verifiers . —

* Sweep various search settings

and hyperparameters > 30
g
* Results E .
* Smaller budget: beam search 7
better ':,—: 20 =®= Best-of-N Weighted
k= ajori
 Greater budget: best-of-n < -aiind IR
* Lookahead underperforms for 15 - L ol A
a].]. bUdgetS «=@= 3 Step Lookahead; M := sqrt(N)
3 Step Lookahead; M := 4
10
2! 2° 2° -4 2°

Generation Budget
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Comparing search methods by question
dj.fﬁ.cmty Comparing Beam Search and Best-of-N by Difficulty Level

Beam Search
Best-of-N Weighted

L Majority
ﬂ =
il
EalE I
I =il -=E=l
1 2

3 4 5
Test Questions Binned by Increasing Difficulty Level

e Four bars are increasing test-time
compute 80

» Easy (1-2) : best of N better

* Beam over-optimizes, exploits PRM signal
e Medium (3-4): beam better

e Intuition

* On easy questions verifier will mostly be
correct, by further optimizing we amplify
spurious features thus degrading

* On difficult questions model less likely to
_stample correct answer, search helps find
i

D
o

MATH Test Accuracy (%)
N
o

N
o

o
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Most powerful search methods underperform with high
budget on easy questions

If 4 daps = 7 yaps, and 5 yaps = 3 baps, how many daps equal 42 baps?

0.21]
0.32]

So 4 daps is equal to 7 yaps, so that means that 1 dap is equal to 7/4 yaps or 1.75 yaps. [score

And 5 yaps is equal to 3 baps, so that means that 1 yap is equal to 3/5 baps or 0.6 baps. [score

And we can plug these values in to find the answer. [score = 0.31]

So 42 baps is equal to 42/0.6 yaps or 70 yaps. [score = 0.60]

And 70 yaps is equal to 70/1.75 daps or 40 daps. [score = 0.87]

So the answer is $\boxed{40}$. [score = 0.92]

And we're done! [score = 0.91]

AI‘[ld that is ou; final answer. [score = 0.90] ° SeaI'Ch causes mOdel tO generate
score = 0.91 N

So 40 daps is equal to 42 baps. [score = 0.90] IOW—lnfOI'matlon I'epetltlve StepS

And we're done! [score = 0.91] at end Of SOlutIOIl

And that is our final answer. [score = 0.90]

= 0.64 . . .
Eiigi = 0.78} e Over-optimizing search can result
e 50T B B in overly-short 1 or 2 step

solutions
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Comparing against baselines

Compute Optimal Search

40

* In both high and low
generation budgets
compute-optimal scaling can
outperform Best-of-N by using
4x less compute

35
30
25

e Curves for oracle and

20

MATH Test Accuracy (%)

ol By vt PRM-predicted difficulty bins
15 est-of-N Weighte

- Cd e generally overlap

«=@= PRM Compute Optimal Predicted
10

Generation Budaet
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 Parallel Sampling

MOdlfylng the P r OpOS&l * Sequential Revision

D . . b . * Correct answer correlated to incorrect answers
IStr 1 U.thIl * Rollout generation

* Sample in parallel at high temperature

* Pair up post-hoc

Parallel Sampling . . . .
¢ Use character edit distance as correlation metric

A: So 7/4 yap/dap ... ] Revision Model Parallel Verses Sequential
?a:pE,t::p; =7 LM proposes answers =@= Sequential Best-of-N Weighted
yaps=3baps, —> LM A: We have 4 dap... } independently, in 40 Parallel Best-of-N Weighted
how many daps parallel «=@= Sequential Majority

equal 42 baps? Parallel Majority

w
o

A: If 7/4 yaps/dap ... J

Sequential Revisions

N
[&)]

LM proposes a sequence of revisions, each
conditioned on previous revisions

Q: If4daps=7 20
yaps, and 5
yaps=3baps, —> LM —>[ A: We ... H A:So... H A If7/4 ... ]

how many daps

| 42 baps?
equal ps 20 21 22 23 24 25 26

Number of Generations

MATH Test Accuracy (%)
w
o
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Combining the two
strategies

e Each has its pros and cons so
why not find a balance

 Parallel
* A global search process

* Give different approaches of
solving/answering something

* Sequential
* Local refinement process

Key:

Using Revision Model + Verifier at (==

Inference Time

I
1 | = Apply Verifier

i

= Selected by verifier

= Rejected by verifier

Parallel Best-of-N

(=

1 @

(== Verifier

¥ ) : selects

~ -~ | the best
— — | answer

I

@
Qmstlon<

=g

1 @

Sequential Revisions

Question

Verifier selects
the best answer

_____

i - il S -
( ( ( ( N
. : 1 . : I : 1 . : \\
LA A A ( A - Verifier
| , | selects the
Verifier selects the best .= best answer
CE answer within each chain :’ &) : across chains
VD 7 VY
(=== i =1 u ’
I . TRl | 3 8 . | . 1 4

N
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Easier questions better with full sequential revision
Harder questions better with combo of sequential -
parallel

Varying Sequential/Parallel with Verifier Revisions@128, Varying the Sequential to Parallel Ratio
45 - ]

107

:‘100
10"
i) | | I .l--.._
1 2 3 4 5

Test Questions Binned by Increasing Difficulty Level

N
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MATH Test Accuracy (%)
> 8
Number of Generations

MATH Test Accuracy (%)
Sequential to Parallel Ratio

N

o
N
S]

15 = . = - -10° 0
g7 B g9 g1 ol 5 o E

Sequential/Parallel Ratio
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Compute-Optimal Revisions vs baseline

Compute Optimal Revisions

45
=== Majority
—— Best-of-N Weighted
40 ® Compute Optimal Oracle

@ Compute Optimal Predicted
@® Parallel

 Can still outperform
best-of-n by using up to 4x
less compute

35

30

25

MATH Test Accuracy (%)

20

Generation Budget

JOHNS HOPKINS

UNIVERSITY




Exchanging Pre-Training and Test-Time Compute

Pretrain with X FLOP-s Smaller model’s inference compute can
Run Y FLOP-s on inference match larger pretrained model by a
Increase budget by factor of M factor of

N model parameters

M + 3 (Dpretain / Dinference) (M-1)

D number of tokens used or generated

X=6NDP -

Y=2NDinference R=D /D

inference pretrain
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Comparing Test-time and Pretraining Compute

Revisions PRM Search

, -1
3 100 Q
5 5 8
T 80 g -2
b=} =
S 3 )
< < 60 z
5 60 [ -
) ) 3 2
- - =
> > 40 o
£ 40 £ &€
k) O . (@]
&= £ N,
(m) o 20 =
z " z
< <
> = 5

Proportional to Inference FLOPs Proportional to Inference FLOPs

% Pretraining Compute @@ Test-time Compute ==+ R>>1 ——- R~=1 =——- R<<1 R =D _inf/ D_pretrain
— = R=22 R=079 R=0.16

» Very difficult questions or high D_inf => more budget towards pretraining
» Easier questions or lower D_inf => more budget towards test-time compute
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Difficult of Prompts and Compute Budgets have strong effect
on test time optimal efficacy

Simple methods like search and revisions can scale very well on
certain types of prompts

Utilize any resource you can use: By properly using test time
a e a v ‘/ a S/ S "R computation resources, we can improve the end-2-end
()

performance. (By a factor of 4)

g There are a bunch of hyperparameters and variables that need to
be accounted for, to get the optimal model
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OpenAl ol-preview

Produces a long internal
chain of thought before
responding

Through RL recognizes and
corrects its mistakes

Tries different approach
when current isn’t working
Chain of thought reasoning
robustly teaches human
values and principles
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MATH

MathVista (testmini)
MMMU (val)

MMLU

ML Benchmarks

73.9
8.2

92.3

AP English Lang
AP Physics 2 4
AP English Lit
LSAT -

AP Calculus 4

AP Chemistry
SAT EBRW A

20 40 60 80
pass@1accuracy

Exams

58.0

100

0

20 40 60 80
percent raw score

B olimprovement
PhD-Level Science Questions

Chemistry
Physics

Biology

(GPQA Diamond)
64.7

69.2

(0]

Global Facts 4

College Chemistry A
College Mathematics
Professional Law
Public Relations 4
Econometrics

Formal Logic

Zb 4IO 6IO Sb 1C|)O
pass@1accuracy
MMLU Categories
784
78.1

(0]

20 40 60 80
pass@1accuracy
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