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Long-context ICL is accurate but expensive: KV < input length.

But can we use a swappable KV cache module and reuse it?

Cartridges

Turning long corpora into tiny, reusable KV prefixes for fast, high-quality answers.

Performance

ICL-like quality with dramatically less memory and higher throughput when many
queries target the same corpus.




Motivation

Problem Setting

Document Corpus

Queries

Please, summarize

_ the documents... &/

b il

Write a rock song —
about the docs... ®
N’

What is the D&A 5 _
margin for FY15... \\= )

Users send many messages grounded
in a single large corpus of text.



Motivation

Documents represented by KV cache

In'conteXt Iearnlng produced with standard prefill.

v Supports general queries
X High GPU memory consumption

LLM + KV Cache
What is the D&A

a5 In FY15, the D&A
margin for FY15... = E margin for...

114= | Prefill




Motivation

- Documents represented with a compressed KV cache
Cart"dges that is trained with self-study.

v General queries

P a— Self-study v/ Less GPU memory
_ | 38.6x%
ij = - less memory
[l - 26.4%
higher throughput

LLM + Cartridge

What is the D&A 4 - In FY15, the D&A
margin for FY15... ( 3 E margin for...
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What is a Cartridge

e A learned KV prefix of length p (e.g., 128-8192 tokens) attached at inference time.

e No base-model weight updates; just load/unload per corpus.

e A composable module; concatenate multiple cartridges (e.g., Policy ® API Docs @
Codebase) for cross-source reasoning.

ICL KV Cache CARTRIDGE KV Cache
(K[1],v[1]),..., (K[n¢], vInc]), (k[nc + 1], v[nc +1]) ... (z[1], zv[1]), ..., (z[p], zv[p]), (K[1], ¥[1]) ...
KV pa;;s for C KV pa‘i;s for g Trainable KV pairs in Z KV pa\i;s for g

Analogy: Like prefix-tuning, but trained to imitate ICL on that corpus.



Self-study Training

e Synthesize dialogs about the corpus: For each chunk ¢, auto-generate QA /
instruction traces.

e Teacher = base LLM with ¢ in context; Student = same LLM + trainable cartridge Z
without ¢.

e Objective: minimize step-wise KL(p_z || p_s) over next-token distributions.

Intuition: Student learns to act as if the corpus were present.



Performance: throughput and cache size

Quality-memory tradeoff Peak throughput vs. cache size
250 (O AR 113x

N &\ Llama 3.1 8B
) 2.25 . Q
et c
> 2.00 S
5 O—o O
B 1.75 ~—
b b
8 3
~ 1.50 H—H—‘ <
g S

~ 1.25 O 20k 121x

, .—’H__‘_ = Llama 3.2 3B

S
1.00 = ‘;‘8 10k
oM g AP N WP a 3x 1
. 0
Cache Size (GB)
© AD ) Q ® ®
Cartridges Prompting NN o A® 7 '\Q%%T‘
@ Self-Study @ Truncated ICL Cache Size (GB)

O Next-token predict. O FullicL

138.6x memory consumption and 126.4x peak throughput across different tasks



Performance: Cartridges vs baselines

Cartridges matches ICL quality with lower memory costs.
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Surprising notes

e Context stretch: Effective context extended (e.qg., 128k — ~484k on MTOB)

e Composition: Multiple cartridges combine without re-training.

Cartridge Composition Multi-doc Question Answering Who audited the () List a few competitors (i
Pepsi 10-K Truncated ICL Boeing and AMD - for each of PepsiCo and
A e statements, respectively? AMD as stated in each10K."
== Self-study R _
One Cartridge . The audit of the ' Here are some competitors
AMD 10-K - consolidated financial - for PepsiCo and AMD:
, statements of AMD was * Unilever (as a competitor) ...
Self-study Composed Cartridges performed by Ernst & Young LLF, * Red Bull (as a competitor in
while the audit of the the energy drink market)
f T T consolidated financial statements AMD:
Compara the LLM + Cartridges - YIS the Method (Cache Size) 1.5 1.75 2.0 of Boeing was performed by * Intel (as a competitor in the ...
o s = log(perplexity) Deloitte & Touche LLP,
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Cartridges vs RAG? LoORA?

RAG Good for flexible and live updates, but retrieval and long prompts are still costly.

-> Cartridges are optimized on stable, repeatedly-queried corpora.

LoRA Much more expressive for training, but also to serve on infrastructures.

-> Cartridges are prefix-only; also outperperforms LoRA.

X



Other discussions

Generalization to diverse queries

e A Cartridge can be served efficiently with minimal

changes to existing LLM inference servers (e.g. e
SG La ng) Data structuring tasks
e.g. “Please list AMD’s customers in JSON format”
- . Synthesis tasks
e Limitations: e.g. “Please summarize the AMD’s FY20 10K.”

Creative tasks
e.g. “Write a poem about AMD’s Q3 performance.”

o Upfront compute: Strong performance but TR .
2 4

e.g. "Compute AMD FY20 days payable outstanding.”

training must be amortized

Disjoint reasoning
e.g. “List all the tables in AMD'’s FY20 10K document.”

o Coverage: training rely on synthetic dialogs; bad  Factual questions

e.g. “Who is on AMD'’s board as of FY20?”

dialogs cause blind spots Query types
Viemorization is closely related to the
next-token predictio% objective. « log(perplexity)
o Timeliness: Corpus changes require re-training R PG

or incremental fine-tuning @ Self-Study @ Truncated ICL
Next-token predict. () Full ICL

%



Takeaways

Cartridges = compact, reusable memory of a corpus with ICL-like behavior.

Use Self-study (synthetic dialogs + context distillation) for training.

For repeated queries, strong performance in terms of larger throughput
and reduced memory
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BumbleBee: Dynamic KV-Cache Streaming
Submodular Summarization for Infinite-Context

Transformers

Lilly Kumari, Shengjie Wang, Tianyi Zhou, Nikhil Sarda,
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Motivation

strongly attends to a small subset of tokens
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Figure 2: Attention maps for two different WikiText-103 articles using LLaMA-7B model.



Core Idea

- Existing methods use modular scores, where each KV state is evaluated independently

- Frame the KV cache selection as subset selection problem with submodular objective function

Figure 1: Illustra- Y YY Y Y Y Y o a & &
mechanism in a self-
attention head of one
of the BumbleBee's
decoder layers. T
and T; denote the
local context length
and the limited

global  summary b= k-2 £-1 &
length respectively. Online Submodular | Global Summary Local history
Summarization
'YX Y)Y o
Time-point 0 1 2 3 4 5 6 t—fp—1
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Submodular

A submodular function f : 2 - R defined on ground set V, it has diminishing return
property:
fScT,jeT,fSU{jH—f(=fTu{} -7

Greedy algorithm for submodular maximizationa has theoretical (1 — 1/e) guarantee
from the optimal solution

o &7



Submodularity

facility location (FL) function feature-based function
how well a subset can represent the whole  how much total importance is captured
set

fru(A) = Y maxsim(v,7'). (2) c(A) =Y ¢u() my(v)). ()

veV v'ed ueld veEA

How to select a subset?

X



Submodularity

For Bumblebee
 c(): |U| = 1and weight m,,(k;) = a},, accumulated attention

* fr; (+): similarity matrix with pairwise cosine, followed by RelLU

Mixture function: trade-off
normalized with  fg; (@) = 0 and fg. (V) = 1 (and the same for c(+))

gr(A) = AfrL(A) + (1—-A)c(A)



Offline algorithm

Algorithm 1 Offline Submodular KV cache Summarization during Prefill/Encoding Phase

1

2

Input: Submodular functions capturing diversity fg; in the key embeddings space and
importance c via attention frequency for layer / and attention head h; mixture function
gA(r) = Afp(s) + (1 —A)c(-); a set of n KV attention states K, = {(k;)}" {, Vi, =
{(v;) }_, corresponding to the n prompt tokens; budget .

Output: A final summary S, such that S, C {(k;,v;) }_; and |S,,| < 7.

Initialize: S, = ©; compute accumulated attention score vectors a, for each key
k € {k;}I"_,. a!, denotes accumulated attention scores attributed to key k; across all n
query tokens.

forj =1to 7; do

kimp < argmaX,.x \g 81(SnUe) —g(Sn)

Sn < Sn U {(kimp, Vimp) } Where vinp is the value embedding associated with kimp.
end for

@



Online algorithm

fill until budget , Algorithm 2 BumbleBee: Streaming Submodular KV cache Summarization for Transformers

else greedy choose 1:

worst one to evict

@

for each new token
compute costs

O(Ts X d + Tsz)

10:

11:
12:

13:
14:
15:
16:
17:

bR AR U

Input: Submodular functions for diversity fg; in the key embeddings space and impor-
tance c w.r.t. attention frequency resp. for layer / and attention head h; mixture function
gr() = AfpL(+) + (1 — A)c(-); stream of QKV attention states {(g;, k;, v;) }I_,; budget 7.
Output: A running summary S; of for every time step t such that S; C {(k;, v;)}!_;.

Initialize: So = @, ap = @ where a; € R/5t| denotes the accumulated attention scores
corresponding to keys present in S; across t time steps.
fort=1,...,ndo
Update a; for each k € S;_1 by adding a(q:,k, Sy—1 Uk¢)
if t < 75 then
St « Sp—1 U {(kt,vt)}
Append a(qg;, ki, St) to as s.t. |a;| = |S¢]
else
LetS; = S; 1 U{(kt,vt)}; Kkaiscard < argmin g 2 (ki|Si\ ki)

St S ; \ {(kdiscard/ vdiscard)}
if kdiscard 75 kt then
Evict a{ (the accumulated attention score for the discarded key kgiscarq) from ay.
Append a(q;, k¢, St) to a;
end if
end if
end for




Experiments

- Datasets from benchmark: Im-eval-harness, HELM, LongBench

« Models: LLaMA 7B and 13B, LLaMA2 7B and 13B, Llama-2-Chat 7B and LongChat-32k 7B
- Baselines: All, Local, Random+Local, Attention sinks+Local, H2+local

- Submarine software system for submodular computation

@



Experiments

lIm-eval-harness benchmark, 0.1x the input length as budget
(@) log-based ¢(x) = log(1 + x)

(@) power-based g (x) = ¢~1(x) where g(y) = ay'/* + By

Model Methods OpenBookQA COPA RTE MathQA PiQA Winogrande
LLaMA-13B All 47 4 85 73.28 31.86 80.36 75.69
Local 28.4 64 53.43 23.25 58.32 49.88
Random + Local 27.6 58 54.63 21.76 54.13 50.64
Attn Sinks + Local 44 4 80 67.51 29.78 79.22 70.48
H2 + Local 442 83 64.98 29.71 79.49 70.32
BumbleBee ¥ 47.6 85 71.48 31.02 79.38 71.98
BumbleBee ¢ 46.6 83 67.15 30.82 79.49 73.01
LLaMA-7B All 44.6 81 68.95 29.85 80.03 71.51
Local 28.4 56 50.90 23.02 58.27 51.38
Random + Local 28.0 63 51.26 21.76 53.94 49.30
Attn Sinks + Local 41.6 82 58.12 27.40 78.07 67.80
H2 + Local 41.4 78 63.54 27.50 77.31 65.82
BumbleBee ¥ 43.2 79 68.95 27.74 78.24 68.75
BumbleBee ¢ 43.2 79 63.90 28.51 78.56 68.19
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Experiments

LongBench benchmark, A=0.3

Model Method Qasper MultiFieldQA-en HotpotQA 2WikiMQA QMSum TREC

LLaMA-7B-chat All* 19.20 36.80 25.40 32.80 20.80 61.5
o All (self) 2160 _____3676__ 2755 ____ 3158 _ ___ 2078 __ 640

Attn Sinks + Local 14.74 22.93 22.08 29.73 19.25 56.0

H2 (20%) 19.82 26.60 26.28 25.69 21.45 60.0

BumbleBee (20%) » 19.37 2743 26.14 27.67 20.68 61.5

BumbleBee (20%) ¢ 19.59 28.60 28.99 30.19 21.05 59.0

LongChat-7B H2 (SW, 20%) 21.64 30.72 14.07 15.10 18.11 40.5

32k BumbleBee (SW, 20%) ¢  23.27 33.16 22.52 17.58 20.27 44.5

@



Experiments

XSUM dataset, few-shot summarization task
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Experiments

Context reduction ratio | Original Context Length

16k 100k
1:1 59.30 £+ 0.39 OOM
5:1 4749 +4.16 71.50=+0.10
10:1 39.74+131 48.16 +0.09

Table 6: Decoding speed (in ms/token) for two KV cache reduction ratios (5:1 and 10:1) and

the baseline KV cache method using the entire context (1:1) across all heads. All experiments
are performed on an A100 80GB GPU using the LongChat-7B-32k with a batch size of 1.
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Takeaways

* introduce diversity into selection aside from only importance(H20)
« reframe eviction as subset selection problem, and submodularity guarantees that a
simple Greedy Algorithm achieves a near-optimal solution

Discussion:

 rely on submodular optimization tool(not open-source)
* redundancy/diversity matters

« R-KV: heuristic ranking Z = A-Imp - (1-A) -Redu

« OmniKV: inter-layer redundancy

x



Thank You!



