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[Mis]Alignment in Language Models

= There is a mismatch between what pre-trained models can do and what we want.
= Addressing this gap is the focus of “alignment” research.
= Let's take a deeper look into what “alignment” is about.
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High-utility model

Model with s s Pretrained c -
candom Weightsﬁ Pretraining =) rﬁ] [Z'Qe =) Adaptation and Alighment | =) (genera|_.prrp?js),e or
specialize

(Large but unlabeled data) -~ (smaller but labeled data)

oy
. |



Aligning Language Models:

Instruction-tuning




Instruction-tuning

= Finetuning pre-trained LMs to map instructions to their corresponding responses.

[ Please answer the following question.

What is the boiling point of Nitrogen?
&

Answer the following question by

reasoning step-by-step. The cafeteria had 23 apples

originally. They used 20 to
make lunch. So they had 23 -
20 = 3. They bought 6 more
apples, so they have 3 + 6 = 9.

The cafeteria had 23 apples. If they
used 20 for lunch and bought 6 more,

how many apples do they have? La nguage
- model
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- - [Weller et al. 2020. Mishra et al. 2021; Wang et al. 2022,
I n StrUCtlo n -tu n I n g Sanh et al. 2022; Wei et al., 2022, Chung et al. 2022, many others ]

1. Collect examples of (instruction, output) pairs across many tasks and finetune an LM

Please answer the following question.
What is the boiling point of Nitrogen?

-

Answer the following question by

reasoning step-by-step. The cafeteria had 23 apples

originally. They used 20 to
make lunch. So they had 23 -
20 = 3. They bought 6 more
apples, so they have 3 + 6 = 9.

The cafeteria had 23 apples. If they
used 20 for lunch and bought 6 more,

how many apples do they have? Language
- / model
2. Evaluate on unseen tasks

inference generallzahon to unseen iasks

N

Geoffrey Hinton is a British-Canadian
computer scientist born in 1947. George
Q: Can Geoffrey Hinton have a Washington died in 1799. Thus, they
conversation with George Washington? could not have had a conversation

together. So the answer is “no”.

Give the rationale before answering.




Scaling Instruction-Tuning
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with exponential increase in observed tasks and model size.

Linear growth of model performance

er-Naturalln ions: Generalization via Declarative In jonson 1600+ NLP ks, Wang e

Cross-Task Generalization via Natural Language Crowdsourcing Instructions (Mishra et al., 2022)
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https://arxiv.org/abs/2104.08773
https://arxiv.org/abs/2104.08773
https://arxiv.org/abs/2104.08773

Limits of Instruction-Tuning

1. Difficult to collect diverse data.

2. Resulting models may not be good at open-ended generation tasks.

o Incentivizes word-by-word rote learning => The resulting LM’s generality/creativity is
bounded by that of their supervision data.

Answer the following question by
reasoning step-by-step.

The cafeteria had 23 apples. If they
used 20 for lunch and bought 6 more,
how many apples do they have?

The cafeteria had 23 apples
originally. They used 20 to
make lunch. So they had 23 -
20 = 3. They bought 6 more
apples, so they have 3 + 6 = 9.

N
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Limits of Instruction-Tuning

oy
. |

Difficult to collect diverse data.

Resulting models may not be good at open-ended generation tasks.

o Incentivizes word-by-word rote learning => The resulting LM’s generality/creativity is
bounded by that of their supervision data.

Resulting models may hallucinate more regularly.

o Labeled data is collected agnostic to the LM’s knowledge => there might be a
mismatch between labeled data and LM knowledge.

o Hence, we may be encouraging “hypocritic” behavior => further hallucinations
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Aligning Language Models:

Reinforcement Learning
w/ Human Feedback (RLHF)




Reinforcement Learning: Intuition

[ Action here: generating responses/token J

environment

agent

w2 N . |
¢ rewards

a : (_E;bser‘vaﬁons J A

Reward here: whether humans
[figure credit]

actions

liked the generation (sequence
of actions=tokens)


https://www.analyticsvidhya.com/blog/2021/02/introduction-to-reinforcement-learning-for-beginners/

environment

Intuition . »ﬂ’\

[  vidndes
i i <_‘_ JA
Task: choose the better next message in a conversation otiservations A
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environment

Intuition . »ﬂ’\

] r'ewor*ds
- | s [
Scoring interface: Likert scale or rankings (bs_afs N

A A B B

A is better B is better
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Intuition

agent

actions
—_—

rewards

—

observations

Human
| have to come up with a corversation with an Al assistant for the purposes of showing it off in a demo. What sorts of conversation
topics would you recommend?

Assistant

| think the best topics for conversation are common themes and interests that everyone could have. Things ke weather, sports,
hobbies, current events, popular culture, and general Me topics like relationships and work would all be good conversation topics.
You could also have more advanced conversations discussing philosophy and morality i you want 1o demonstrate some higher level
Al capabilities

Human
| think I'm mere interested in an advanced conversation. What's 2 good starter question if | wanted to discuss somaething
philosophical, like epistemology or the nature of language?

Assistant

| think an excefent philosophical topic would be epistemology, which is the theory of knowledge, and specifically how we can know
and undorstand the world around us, A really good starting question would be somathing Be "How can we truly know and
understiand the workd?”, or “What is the nature of knowledge?®, If you want 10 g0 even deeper, | think phdosophy of language would
0lso be fascinating - questions like "What is meaning?®, “How do language and thought relate?”, and *How can language mislead and
doceive?" would be great discussion topics.

human has conversation with the LLM

environment

23
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Human
| have 10 come up with a conversation with an Al assistant for the purposes of showing it off in a demo. What sorts of conversation

- -
n l u I l I 0 n topics would you recommend?

w Assistant

| think the best topics for conversation are common themes and interests that everyone could have, Things like weather, sports,
relationships and work would all be good com
zophy and moraiity i you want 1o demonstrate some

preation topics.

hobbies, current events, popular culture, and general e topics lik
You could also have more advanced conversations discussing phil

[ A1 capabilities

Human
1 think I'm more interested in an

vigher love!

-

advanced conversation. What's a good starter question if | wanted 10 discuss something

philasophical, like epistemology or the nature of language?

w Assistant
| think an excedent philosophical topic would be epistemology, which is the theory of knowledge, and specifically how we can know
and undorstand the world around us, A really good starting question would be somathing Bce "How can we truly know and
a1 is the nature of knowledge?”. If you want 10 g0 even deeper, | think phiosophy of language would
and “How can language misiead and

understand the workd?®, or

2is0 be fascinating - questions e "What is meaning?®, “How do language and thought relate?”,

A De great discussion topics.

deceive?" w

Human

LLM prOVIdeS tWO OpthﬂS for How would you answer a question Se: How do language and thought relate?
neXt respons eS Choose the most helpful and honest response

o

I think a good answer 10 that would bo that language helps us 1o structure our thoughts and express what we are thinking. Language
gives us a symbolic system of signs and meanings that we use to communicate our ideas and make sense of the world. It's critical for
how we record and refate knowledge, and | think it's impossible to completely understand and express our thoughts without the use of
language. Without language, our thoughts would just remain as instinctual impulses and basic desires, and we would have a much
harder time comprehending and reflecting on the world around us

enVir‘onmenf I think the key relationship between language and thought is that language allows us 10 communicate and express our thoughts and
Ideas to others. Language is o system of symbols and signs that we use 10 organize and express our thoughts and mental concepts. So
\ language is how we transiate our inner thoughts and ideas inte something shared and communicable with others. Without language,
3% we wouldn't be able 10 express or understand the thoughts and ideas of others, and so language is essantially beidge between our
Qsenf inner minds and the shared external world

actions

- ’

il A CSESESESERCNENY
observations I ) 8 A Is better B is better
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Human
| have 10 come up with a conversation with an Al assistant for the purposes of showing it off in a demo. What sorts of conversation

| |
n l u I l I 0 n topics would you recommend?

w Assistant
| think the best topics for conversation are common themes and interests that everyone could have, Things like weather, sports,
work would all be good conversation topics.

hobbies, current events, popular culture, and general e topics like relationships an
You could also have more advanced conversations discussing philosophy and moraiity if you want to demonstrate some higher love!

Human
1 think I'm more intarested in an advanced conversation. What's a good starter question if | wanted 1o discuss something

2

philasophical, like epistemology or the nature of language?

w Assistant
| think an excedent philosophical topic would be epistemology, which is the theory of knowledge, and specifically how we can know
and undorstand the world around us, A really good starting question would be somathing Bce "How can we truly know and

a1 is the nature of knowledge?™. If you want 10 o even deeper, | think philosoply of language would

. and *How ¢an language misiead and

understand the world?®, or
2ks0 be fascinating - question
deceive?" would be great discussion topics

o "What is meaning?®, “How do language and thought relate?

Human
How would you answer a question Boe: How do language and thought relate?

o

Choose the most helpful and honest response

I think a good answer 10 that would be that language helps us to structure our thoughts and express what we are thinking. Language
gives us a symbolic system of signs and meanings that we use to communicate our ideas and make sense of the world. It's critical for
how we record and refate knowledge, and | think it's impossible to completely understand and express our thoughts without the use of
language. Without language, our thoughts would just remain as instinctual impulses and basic desires, and we would have a much

hu man rates bette r respo nse harder time comprehending and reflecting on the world around us

environ menf I think the key relationship between language and thought is that language allows us to communicate and express our thoughts and
\ Ideas to others. Language is o system of symbols and signs that we use 10 organize and express our thoughts and mental concepts. So
i)

agent

actions
—_—

rewards

—

observations

A Is better B is better




Reinforcement Learning: Formalism

An agent interacts with an environment by taking actions

The environment returns a reward for the action and a new state (representation of
the world at that moment).

Agent uses a policy function to choose an action at a given state.
We need to figure out: (1) reward function and (2) the policy function

Agent / P0||Cy s;: state (context)
sampling actions 1¢: reward
(M) a;~po(sy) a;: actions (new sentences)
pe: policy (decision-maker)

cr [Fig credit: Nate Lambert] 27

Observe reward
of your action. r;




Reinforcement Learning Agent / Policy
from Human Feedback m)

= Imagine a reward function: R(s; prompt) € R for any output s to a prompt.
= The reward is higher when humans prefer the output.
= Good generation is equivalent to finding reward-maximizing outputs:

pe(s) is a pre-trained model with

Expected reward over the N Q- )
course of sampling from our g ~Peo [R(S; prompt)] pj;gmfzz (V;Ce)|ivCV;/)?lIJCI’I1CIZItIi(§nt)O

policy (generative model)

= On the notation:
o "E” here is an empirical expectation (i.e., average).
o “"~"indicates sampling from a given distribution.

&3 JoHNs H . 28
Ll [Slide credit: Jesse Mu]



Reinforcement Learning Agent / Policy
from Human Feedback m)

Imagine a reward function: R(s; prompt) € R for any output s to a prompt.
The reward is higher when humans prefer the output.
Good generation is equivalent to finding reward-maximizing outputs:

Es~p,[R(S; prompt)]

What we need to do:
o (1) Estimate the reward function R(s; prompt).
o (2) Find the best generative model p, that maximizes the expected reward:

Ea

0 = argmaxglEs_, [R(8; prompt)]

S~Pag

- |
£ JoHNs H . 29
Ll [Slide credit: Jesse Mu]



Agent / Policy
Step 1: Estimating the Reward R m)

J(@) = —IE(S+,S—)[log o(R(s*; prompt) — R(s™; prompt))]
“winning” 7 X “losing”
sample sample

5 Itis ]ike any typical elevator, é’
Explain “space elevators” LM ’ but it goes to space. ...
to a 6-year-old. ' \ : :
s, Explain gravity to a 6-year- (?

prompt Do old. ...

S1,52~Po

:HI HMNS HOPEINS 36



Agent / Policy
Step 1: Estimating the Reward R m)

J(@) = —IE(S+,S—)[log O'(R(S+; prompt) — R(s~; prompt))]
“winning”’ \“Iosing”
sample sample The reward model returns a
scalar reward which should

numerically represent the
R human preference.
It is like any typical elevator,

S1 . R(s,; prompt) = 1.
Explain “space elevators” LM ’ but it goes to space. ...
to a 6-year-old. > \

s, Explain gravity to a 6-year- R(sy; prompt) = 0.6

prompt Do old.

S1,52~Po
3

@ OIS FIOPKINS 37



Step 2: Optimizing the Agent / Policy
Policy Function m)

= Policy function := The model that makes decisions (here, generates responses)
= How do we change our LM parameters 6 to maximize this?

0 = argmaxy E;., [R(S; prompt)]

Explain “space elevators” to . _
a 6-year-old. =) LM = Itis basically .... = > @

prompt Do S~s



Step 2: Optimizing the Agent / Policy
Policy Function W)

Policy function := The model that makes decisions (here, generates responses)
How do we change our LM parameters 6 to maximize this?
f = argmax, Es~,,[R(S; prompt)]

Let’s try doing gradient ascent!
Orp1 < 0+ aVy Egp, [R(S; prompt)]

the gradient of this
expectation?

dependent on 6. (You can't
compute its grad with respect to 6)

= Turns out that we can write this “gradient of expectation” to a simpler form.

{ How do we estimate Notice that R is not directly J

E-N
L ]

ry J o ] .: . 4
o [Slide credit: Jesse Mu] 0



Agent / Policy
Policy Gradient [williams, 1992] m)

How do we change our LM parameters 6 to maximize this?

f = argmax, Es~,,[R(S; prompt)]

Let’s try doing gradient ascent!

Orp1 < 0 +aVy Egp, [R(S; prompt)]

With a bit of math, this can be approximated as Monte Carlo samples fipro"f next slide; check it}

later in your own time!

1
VoEs~p, [R(s; prompt)] ~ — Z R(s;; prompt) Vg log pg(s;; prompt)
=1

This is “policy gradient”, an approach for estimating and optimizing this objective.
= QOversimplified. For full treatment of RL see 701.741 course other RL textbooks.

= :
- a1
Ll [Slide credit: Jesse Mu]



https://ep.jhu.edu/courses/705741-reinforcement-learning/
https://www.andrew.cmu.edu/course/10-703/textbook/BartoSutton.pdf

Agent / Policy
Derivations (check it later in your own time!) m)

= Let's compute the gradient: [ Def. of “expectation” ] [ Gradient distributes over sum ]

VoEspy(s)[R(s;p)] = Vg Z pe(S)R(s;p) = Z R(s;p) - Vgpe(s)

= Log-derivative trick Vgpg(s) = pg(s) .Vylogpy(s) to turn sum back to expectation:
[ Log-derivative trick ]

VoEspys)[R(s; )] = z R(s;p) pe(s) Vg log P9(8)=A/E5~p9(s)[R(S; p) Vg log pe(s)]

= Approximate this expectation with Monte Carlo samples from pg(s):

VoEsp,s)lR(s; )] = ZR(S p) Vg logpg(s)

&7 Jorns H : Bonus



Agent / Policy
Policy Gradient [williams, 1992] m)

Note, R(s; prompt) could be any arbitrary, non-
This gives us the following update rule: (_differentiable reward function that we design.

1 z z
pEprompts s;~pg(p)

If R(s; p) is large, we take proportionately large steps to maximize pg(s)

If R(s; p) is small, we take proportionately small steps to maximize py(s)

This is why it's called “reinforcement learning”:
we reinforce good actions, increasing the chance they happen again.

- |
&3 JoHNS H 43
Ll [Slide credit: Jesse Mu]
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Putting it Together

= First collect a dataset of human preferences
o Present multiple outputs to human annotators and ask them to rank the output

based on preferability

Output 1
) @ O o
Output 1
Output 2

Policy

Prompt X * LM

L

XN XL

Human annotators
specify their preferences

( Agent / Policy :

44



Putting it Together (2)

= Using this data, we can train a reward model

the human preference.

Output 1
) @ O o
Output 1
Output 2

Policy

Prompt X * LM

&3 [oHNS HOM
-«

XN XL

—

( Agent / Policy :

o The reward model returns a scalar reward which should numerically represent

45



Agent / Policy
Putting it Together (3) WD

= We want to learn a policy (a Language Model) that optimizes against the reward
model

Prompt X *

Reinforcement learning update

R Jorns Horins Orr1 < 0 + az R(s;; p) Vg logpe(si; p) 46



Agent / Policy
Putting it Together (4) W)

= Periodically train the reward model with more samples and human feedback

Periodically train
the reward model

Output 1
) @ O o
Output 1
Output 2

XN XL

47



Agent / Policy
One missing ingredient m)

= [t turns out that this approach doesn’t quite work. (Any guesses why?)
o The policy will learn to “cheat”.

Output 1
) @ O o
Output 1
Output 2

XN XL

Perlodlcally train
the reward model

* Output * @* R

Reinforcement learning update

Prompt X *

£

=] JOHMNS HOPEINS 9t+1 «— Qt + aE R(Sl-; p) Vo logpg(si; p)

48



50 ]

- C c How do you resolve this?
One missing ingredient 2 ]

= Will learn to produce an output that would get a high reward but is gibberish or
irrelevant to the prompt.

= Note, since R(s;p) is trained on natural inputs, it may not generalize to unnatural inputs.

Output 1
A @ O o
Output 1
Output 2

XN XL

Perlodlcally train
the reward model

* Output * @* R

Reinforcement learning update

Prompt X *

Or41 < O + azR(si; p) Vg logpe(s;; p) 49



Regularizing with Pre-trained Model

= Solution: add a penalty term that penalizes too much deviations from the
distribution of the pre-trained LM.
RL
Po (s ))

p*r(s)

= This prevents the policy model from diverging too far from the pretrained model.
o p(s)< > pfT(s): Pay an explicit price
o p™(s) << pfT(s): Sampling S becomes unlikely

= The above reqularization is equivalent to adding a KL-divergence regularization
term. You will prove the details in HW?7!!

R(s;p) = R(s;p) — [3108(

50



Putting it All Together:

RLHF as a Basic Policy Gradient

1. Select a pre-trained generative model p;“ as your base: p57 (s)

2. Build a reward model R(s; p) that produces scalar rewards for outputs, trained on a
dataset of human comparisons ol
. - R p™-(s)
3. Regularize the reward function: R(s;p) = R(s;p) — ﬁlog( 7T ))
4, Tterate: b\
1. Fine-tune the policy p;”(s) to maximize our reward model R(s; p)

n
1 N
Oppq < 6, + ar—lz R(s;p) Vglogpyt(s)
i=1

2. Occasionally repeat repeat 2-3 to update the reward model.

",';-.' | ; Stiennon et al. Learning to summarize from human feedback, 2020 51



https://arxiv.org/abs/2009.01325
https://arxiv.org/abs/2009.01325
https://arxiv.org/abs/2009.01325

The overall recipe

Pre-train Aligr

(instruct-tune)




Summary: RLHF with Simple Policy Gradient

= RL can help mitigate some of the problems with supervised instruction tuning

= RLHF uses two models
o Reward model is trained via ranking feedback of humans.
o Policy model learns to generate responses that maximize the reward model.

= People may loosely refer to this as "PPQO”, though PPO has a more concrete definition.
(forthcoming)

= Limitations:

o RL can be tricky to get right
o Training a good reward may require a lot of annotations

@ lons >3
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What do people actually use?

|



What is the Standard?

Language Model | Release Base Alignmenltjggi\ We J USt Saw ent Data Sources for alignment
GPT-3-instruct 2020 GPT-3 SFT --> Rﬁ-lF/PPO Curated datasets with human-labeled prompts and responses
GPT-4 2023 GPT-4 pre-trained? SFT --> RLHF/PPO Curated datasets with human-labeled prompts and responses
Gemini 2023 Gemini pre-trained? SFT --> RLHF/PPQ@” “yn-labeled prompts and responses
LLaMA2 2023 LLaMAZ2 pre-trained SFT --> RLHF/PP( DPO and GRPO' n-labeled prompts and responses
LLaMA3 2024 LLaMA3 pre-trained Iterate: %?i?rciog;o Fo rtb Cqmlng .J :::g:zltzz over multiple rounds, with each
round involving the collection of new preference annotations and SFT data.
Alpacha 2023 LLAMA 1 SFT Self-Instruct, 52,000 input-output pairs
Qwen2.5 2024 |Qwen2.5 pre-trained SFT -> DPO -> GRPO 1 million samples
Tulu 3 2024 Llama 3.1 SFT -> DPO -> RLVR near 1 million samples
1.5 million samples (reasoning + non-reasoning tasks).
DeepSeek (V3) 2024 DeepSeek pre-trained SFT -> GRPO Reasoning data was generated by specialized models.

Non-reasoning data was produced by DeepSeek-V2.5 and validated by
human reviewers.

57




Aligning Language Models:

Direct Policy Optimization




Simplifying RLHF

= The RLHF pipeline is considerably more complex than supervised learning
o Involves training multiple LMs and sampling from the LM policy in the loop of
training
= Is there a way to simplify this pipeline?
o For example, by using a single language model

Reinforcement Learning from Human Feedback (RLHF)

x: “write me a poem about

the history of jazz" label. rewal’ds
i
: :YW S Eyl —> reward model LM policy
A
preference data maximum sample completions
likelihood

reinforcement learning 68



= DPO directly optimizes for human preferences

Direct Preference Optimization: Your Language Model
is Secretly a Reward Model (Rafailov et al., 2023)

Direct Policy Optimization (DPO) - Intuition

o avoiding RL and fitting a separate reward model

= One can use mathematical derivations to simplify the RLHF objective to an equivalent

objective that is simpler to optimize.

RLHF objective

Reinforcement Learning from Human Feedback (RLHF)

x: “write me a poem about

the history of jazz" label. rewards
7~ N\
: :yw > Eyl —> reward model LM policy
S A
preference data maximum sample completions
likelihood

reinforcement learning

DPO objective

Direct Preference Optimization (DPO)

x: “write me a poem about

the history of jazz"

—

>

— 0

preference data

> final LM

maximum
likelihood



RLHF objectives yw. preferred response / y;: disreferred response
(i) Reward objective Lg(r¢, D) = —E(z y. v,)~D [log o(re(z, Yyuw) — ro(z, yl))]

(i) Policy objective Max Eyup yury (yla) 1o (%, y)| — BDxe[mo(y | 2) || mret(y | 7))

Maximizing the reward of the generated prompts  Minimizing the deviation from the base policy

DPO ObJeCtIVG EDPO (7-‘-9, 7Tref) — _E(sc,yw,yl)ND [log o (5 log :ef((?:/yw || xx)) — /8 log :Of(gjl I‘ xx)) )]

(1) Maximizing reward of the pref response vs that of dispref one; (2) Minimizing deviations from the base policy

Reinforcement Learning from Human Feedback (RLHF) Direct Preference Optimization (DPO)
il label rewards el e
7~ N\
. — [>|=,|] —> reward model LM policy : — | = > final LM
L
preference data maximum sample completions preferencedata . . \m
likelihood

reinforcement learning likelihood



Direct Preference Optimization (DPO)

x: “write me a poem about
the history of jazz"

DPO Algorithm =

=li— — final LM

— 1

—

preference data Py (o

" A|gor|thm likelihood
1. Sample completions for every prompt
2. Label with human preferences and construct dataset
3. Optimize the language model to minimize the DPO objective.

o (Yw | ) _ Blog mo(yi | ©) )]

Wref(yw | x) Trref(yl | IL‘)

LDPO(WH;T"ref) — _E(w,yw,yl)ND lloga (5 lOg

= Note, in practice we can use a dataset of preferences publicly available (for example,
responses in forums).

o H 72



Wait what happened to the KL divergence?

RLHF obj has a KL regularization term (KL of target and ref policy).
We don't see it in DPO. Where did it go???
The KL is still there, but it's implicit.

Notice the two log-ratios; these operate as KL:
o If yis very low prob (n(y) = 0), it'd never be in your dataset.
o If there are y s that are likely to be sampled,
« DPO will want to increase the gap between log-ratios.

 Because of ¢(.) the difference A* — A~ will saturate—there’s no extra
incentive to keep pushing.

EDPO - E[loga(ﬁ(A+ o A_))}’ A( ) log Trref ( m))
KL(W H ﬂ-ref) — Eywﬂ [A(y)]

oy
. |



Direct Preference Optimization (DPO)

x: “write me a poem about
the history of jazz"

Qu 1Z .I—;:' :w =l ——= final LM

preference data

maximum

= You're aligning your model with DPO. likelihood

mo(Yw | T) _ Blog mo(y1 | @) )]

7Tref(yw | SC) 7Tref(yl | ZIZ)

LDPO(WG;Wref) — _E(ac,yw,yl)ND lloga (ﬁ log

What could go wrong?

E-N
L ]

& OIS TIOPKINS 74



Direct Preference Optimization (DPO)

x: “write me a poem about
the history of jazz"

DPO Limitations .= . et

oy
. |

I _—Yw > S

preference data SR

You're trying to optimize multiple things likelihood
which can potentially override each other.
To(Yuw | T) _ Blog mo(y1 | ) )]

7Tref(yw | SC) 7Tref(yl | J))

»CDPO(']TG;Wref) — _E(x,yw,yl)ND lloga (ﬂ log

o Obj 1: Increase the likelihood gap between 4 (v, |x) and mg(y;|x)
o Obj 2: Maintain a low gap between mg(y,,|x) and mer(Vy |X)
O ...

We will look into these in HW7!

In practice, when using DPO practitioners constantly monitor these to be sure that
they're not overriding each other.
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.
DPO: Derivation

Start with the RLHF objective, which assumes having a reward model:
r%%X Ex~D,y~n9(y|x) [T¢ (x: y)] _ ,8 KL [7T9 (Y|x) | |7Tref(Y|x)]

= Assume that the policy my is the set of all policies (nonparametric assumptions). Then
the minimizer of the above object (with a bit of math that) has the following form:

1 1 Derivation on

ng(ylx) — Z( ) 7Tref(y|x) €Xp <E r¢(x y)> the next slide.

o Where Z(x) is the “partition function” (the normalization constant).
= We can rearrange this to get the (implicit) reward function:

r(x,y) = Blog (;%fg;';%) + B.log Z(x)
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.
DPO: Derivation

= Note that this implies that, for a given optimal policy 7y, there is a corresponding
reward:

g (y]x)
T[ref(ylx)

r(x,y) = ﬁlog( ) + S.log Z(x)

= Remember that RLHF is optimizing Bradly-Terry model (difference between scores of
preferred and dispreferred responses) for obtaining reward model:

p(yy >y ) =0y, x) =1, x))

= We can simplify plug in reward to this formula.
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DPO: Derivation

= We can simplify plug in reward to this formula.

o (y4lx) g (y-|x)

’P()’+>3’—)=0<,3108< >+ﬁ-1082(x)—ﬁ108<

Tref(V4]x) Trer(Y_|x)

_ <ﬁ log( 1y (y4]x) > s log< mp(y_|x) >>
Tref(V4]x) Tref(y-|x)
= The DPO obijective is the negative log-likelihood based on this formula:

w3y 1%) ) iy

7Tref(y+|x)

= —log 1_[ P+ > Y-) = Expyemy(ylx) llog“<ﬁ 1°g<
(y+,y_,X)~D

Bonus

) - B. logZ(x))

| (ﬂé(y_IX) ))
o8 T ref(Y-|X)

80

L—



Summary

= We may not need the “reinforcement learning” part of RLHF after all (?)
= DPO (a simplified RLHF): The dataset that we need: D = {(y,,y_,x)}
= Notice many recent models use some variant of DPO:

Alignment Algorithm(s)

Language Model | Release Base Used Alignment Data Sources for alignment
GPT-3-instruct 2020 GPT-3 SFT --> RLHF/PPO Curated datasets with human-labeled prompts and responses
GPT-4 2023 GPT-4 pre-trained? SFT --> RLHF/PPO Curated datasets with human-labeled prompts and responses
Gemini 2023 Gemini pre-trained? SFT --> RLHF/PPO Curated datasets with human-labeled prompts and responses
LLaMA2 2023 LLaMAZ pre-trained SFT --> RLHF/PPO Curated datasets with human-labeled prompts and responses
. lterate: Rejection sampling -> 10 miII.ion human-annotated examples. - .

LLaMA3 2024 LLaMAS3 pre-trained SFT -> DPO The al[gnme.nt process was conducted over multiple rou_nds, with each

round involving the collection of new preference annotations and SFT data.
Alpacha 2023 LLAMA 1 SFT Self-Instruct, 52,000 input-output pairs
Qwen2.5 2024 Qwen2.5 pre-trained SFT -> DPO -> GRPO 1 million samples
Tulu 3 2024 Llama 3.1 SFT -> DPO -> RLVR near 1 million samples

1.5 million samples (reasoning + non-reasoning tasks).
DeepSeek (V3) 2024 DeepSeek pre-trained SFT -> GRPO Reasoning data was generated by specialized models.

Non-reasoning data was produced by DeepSeek-V2.5 and validated by
human reviewers.

L

81



o
The Bigger Picture

RL Algorithms

= What we saw was a simple

policy gradient algorithm [ ! \
for RLHF.
Model-Free RL Model-Based RL
1 3 { 3
Policy Optimization Q-Learning Learn the Model Given the Model

Policy Gradient World Models AlphaZero
DDPG DI

A2C / A3C C51 I2A
o
QR-DQN MBMF
e

TRPO MBVE

Al

T JoHNS HOPKINS https://spinningup.openai.com/en/latest/spinningup/rl_intro2.html 85
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V2
~

| — @ .
Notation and goal "L

= Notation:
o 1¢: reward
a;: action
s¢. State
mg(a|s): policy function, parameterized by 6; distribution over actions at state s.
1. reward associated with a given action/state.

o O O O

= The goal is to maximize the expected reward of our decisions over time:

E[R.] where R, = Y7, v* 'y

E-N
=y

W e . 86



Bonus

Decision making mechanisms

= VT(s): value of state s, parameterized by w; expected reward from here on under
policy , assuming that we're at state s.

V™(s) = Eq « [R:|S; = 5]

= Qgp(s): value of state-action (s, a), parameterized by ¢; expected reward from here
on under policy m, assuming that we take action a at state s.

Q"(s,a) = E, . ;[R:|S; = 5,4, = al

@ lons 87
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Policy Gradient updates

= The algorithm that we saw earlier: gradients updates of policy weighted by reward:

Orp1 < 0 + ag”t

g’t = Eq,~m, [Vg log mg (a;|se) Ryl

= In the RL literature, this is typically referred to as REINFORCE algorithm.

@ lons 20
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REINFORCE: Challenges " pusmn

= Distribution drift: While the gradient updates maximize the rewards, it may
deviate from natural distribution (it may hack its way to high reward).

o We added KL regularization to deal with this.

= High variance: The gradient estimates g% suffer from high variance.
o This may lead to destructively large updates and sample inefficiency.

E-N
=

Q) JoHNs H Williams, Simple statistical gradient-following algorithms for connectionist reinforcement learning, 1991

Agent
6,

92
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The baseline estimate

= To reduce the variance of g% we can subtract a baseline estimate b,(s;):

g'R = E[Vglogmg (atlsy) (Ry — by)]

o Note, by design, the baseline depends on states s; but not the action a;.
o Therefore, Vg logmy (a;lsy) (R; — by) is an unbiased estimator of Vg logmg (aslsy) R;.

o Is it clear why this may be the case?
o (and why would it reduce the variance???®)



The baseline estimate

= To reduce the variance of g% we can subtract a baseline estimate b,(s;):

g'R = E[Vglogmg (atlsy) (Ry — by)]

o Note, by design, the baseline depends on states s; but not the action a;.
o Therefore, Vg logmy (a;lsy) (R; — by) is an unbiased estimator of Vg logmg (aslsy) R;.

o To prove this, we need to show:
E[Vglog mg(as|s:) (R — by)] = E[Vglog mg(at|st) Ry]

Eqr[Vglog mg(a)] = /wg(a)vg log mp(a) da = /ngg(a) da = Vy /71'9(0,) da =Vl =0

E[Vglogmg(at|s:)bi(st)] = be(st) -\E[Va log ﬂ'g(at|8t)l =0

~

=0
o When would this reduce the variance? It's non-trivial actually.



Variance reduction: the simple case

= Define a random variable X.

= Now let’s define an auxiliary random variable Y. Z = X —Y + E[Y]
o Note that, in expectation, Z and X are the same.
o But their variance:

Var(X — Y + E|Y]) = Var(X) + Var(Y) — 2 Cov(X,Y)

Basically, we may reduce variance of Z, if we choose Y to have large enough
correlation with X.

E-N
=y
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Variance reduction: control variates

A classic method of variance reduction.

When estimating the expected value of X, introduce another variable Y that is:

o correlated with X N
o has a known mean. Xy = X — C(Y — E[Y])

This modified estimator has the same expectation for any choice of c.
E[X.] = E[X] — ¢(E[Y] - E[Y]) = E[X]

But its variance ...

oy
ol
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Variance reduction: control variates

A classic method of variance reduction.

When estimating the expected value of X, introduce another variable Y that is:

o correlated with X N
o has a known mean. Xy = X — C(Y — E[Y])

But its variance can be lower and changes with c:
Var(X,,) = Var(X — ¢(Y — E[Y])) = Var(X) + ¢*Var(Y) — 2¢Cov(X,Y)

= The minimum is achieved when: ¢* = Cov(X,Y)
Var(Y)
: : . Cov(X,Y)?
= The min variance now is: oMY — — _ ’
Var(X — (Y — E[Y])) = Var(X) - = = )

@ lons 97



Variance reduction: an example

1
l1+=x
= The goal is to estimate: I:/ ln( - ) dx
0

= Approachl is Monte Carlo estimate: sample unform and average:

=)

A 1 < 1+
I —_— — 7] ~ 1 —
MG = E 9(x;) X ~ Uniform(0,1), g(z)=In ( )

i

| I
L] = o = N w B
T T T T T

= Approach2 is using Control Variates:

n

fov == lg@) + c(f(@) — Elf@)] o = —CVE@LI@) gy

s Var(f(x))

o Note that both f and g functions are monotonic and have strong correlation.

oy
ol
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Variance reduction: example

import numpy as np
import matplotlib.pyplot as plt
import seaborn as sns

# Set seed for reproducibility
np.random.seed(42)

# Define functions
def g(x):
return np.log(l + x) - np.log(x)

def f(x):
return x # control variate

# Known expected value of control variate w/ unif(@, 1)
Ef = 0.5

# Sample and repeat counts
n_samples = 100000
n_repeats = 10000

|

# --- Monte Carlo Estimation (baseline) ---
def monte_carlo(n):

X = np.random.uniform(@, 1, n)

return np.mean(g(x))

# --- Control Variate Estimation ---
def control_variate(n):

X = np.random.uniform(@, 1, n)

gx = g(x)

fx = f(x)

cov = np.cov(gx, fx, ddof=1)[0, 1]

var_f = np.var(fx, ddof=1)

c = -cov / var_f

return np.mean(gx + ¢ * (fx - Ef))

# Run simulations
mc_est = [monte_carlo(nh_samples) for _ in range(n_repeats)]
cv_est = [control_variate(n_samples) for

# Compute standard deviations
std_mc = np.std(mc_est)
std_cv = np.std(cv_est)

_ in range(n_repeats)]

E;j|.q|\\31u:h.H*
& o
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Variance reduction: an example

method.

600

500+

The Control Variate Estimator has ~40% lower variance than the naive Monte Carlo

Overlayed Distributions of Estimators

3 Monte Carlo
I Control Variate

1.3775

1.3800

1.3825

1.3850 1.3875

1.3900
Estimate

1.3925 1.3950
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What can be a baseline?

gVR = Egq-n[Vglogmg (a¢lse) (Ry — by)l
= A “good” baseline is a function that:

o doesn’t depend on actions.
o can correct for variance (should correlate well with R).

oy
ol
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Value Function as a Baseline

gVR = Eq-r[Vg logmg (atlsy) (R — by)]
A “good” baseline is a function that:

o doesn’t depend on actions.
o can correct for variance (should correlate well with R).

One common choiceis b;(s) = V™(s) (the value function), i.e., expected reward
from here on under policy 7, assuming that we're at state s.

Vn(S) — ]:Ea~7T[Rt|St — S]

Q: Why would this modified estimate may give us a better estimate than b.(s) = 0?
o V tends to correlate with R. It also does not depend on the optimal action.

That gives us:
gVR = II5:a~7r[vt9 log my (atlst) (Re — VTC(S))] 102



Value Function as a Baseline

gVR = Eq-r[Vglogmg (a¢lse) (Re — V()]

= It's more common to replace R; with Q™ and write it in this form:
Q™(s) = Eq ~ R[St = 5,A; = a]
R, —V™(s) - A™(s,a):=Q™(s,a) — V™(s)
= Basically, Qthe Monte Carlo estimate of R; upon doing multiple rollouts (seq of actions).

o Each rollout has some stochasticity; averaging reduces this per-rollout variance.

= Remember: Q function is defined as the expected reward from here on under policy =,
assuming we take action a at state s.

SV I | 103



Bonus

Policy Gradient with Advantage Function

Advantage-based Policy Gradient updates:
gAPG = E[Vg log my (acls,) Al
A™(s,a) = Q"(s,a) —V™(s)

= We don't (always) need to compute the absolute benefit of an action, but only how
much better it is relative to others (i.e., the relative advantage of that action.)

= The advantage function A™(s, a) of a policy = quantifies how much better it is to take
a specific action a in state s, over a randomly selecting an action according to n(.|s),
assuming you act according to « forever after.

= Now we need an algorithm that updates the policy while estimating the advantages.

v : 104



Summary so far

= Attempt 1: Policy gradient (variances are too high)
max Ellog g (at|st) Ryl

= Attempt 2: Policy gradient with advantage function

max Ellog mg (atlsy) A¢l
Ae(s,a) = Q™(s,a) = V(s)

oy
. |
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Bonus

Sampling from target or ref policy?

The algorithm that we saw earlier: gradients updates of policy weighted by reward:

Orrq1 < 0 + “9PG gPG = Eg,~ng [Vg log mg (arlsy) Rl

Collecting new on-policy trajectories (rollouts) each time is expensive.

Idea: sample many rollouts from m..f once and re-use.
But wait ...

Sometimes called “off-policy”
or
Horvitz—Thompson estimator

Eat"“ﬂe [f] * IE:at"’ﬂ:ref [f]

We correct this mismatch by using importance weights:

g (a¢lse)
Eqi~mg Lf] = Eqprrres ref (@¢lst) ]

SV I | 106



Trust Region Policy Optimization (TRPO)

= Mathematical formulation to prohibit large deviations of policy my vs mg

= Penalizes large KL-divergence between the two policies: KL (7'[901 4G s e |st))
o Helps with stability? If we blow up our model, this prevents KL from diverging.

= Defines a notion of “trust region” which is where the optimization takes place.

maximize I@t[ mo(ar | st) flt]
0 ﬂ-gold (a't ‘ St)

subject to  By[KL[mg,, (- | ), ma(- | 5¢)]] < 6

oy
ol

Trust region policy optimization, 2015 107
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Trust Region Policy Optimization (TRPO)

maximize I@t[ mo(ar | 51) flt]
0 7Teold (at | St)

subject to E¢[KL[mg_, (- | s¢), mo(- | 5¢)]] < &

= If KKT conditions hold, I can equivalently write this constraint optimization based on
Lagrangian.

maximize I@lt mo(as | 1)

Ay — BKL : .
0 Toma (@t | 56) BRL[moq (-] 5t),mo(- | 50)]

109
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PPO Objective w/ clipped objective

Remember the objective:

[ ok

The objective function (cljpped surrogate objective function) constrain the policy change
in @ small range using “clipping”:

LEUP(9) = E¢[min(r:(0)A,, clip(r(6),1 —€,1+ €)A;)]

T (atlse)
_ T‘t(Q) =
Let’s unpack this. g Old(atlst)

r...l I

L G Schulman et al. 2017, Proximal Policy Optimization Algorithms 114
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PPO Objective: The Ratio Function

= It's the probability of taking action a; at state s; in the current policy divided by the previous one
o Ifr(8) > 1, then the action a; at state s; is likelier in the current policy than the old one.
o If0<r (8) <1, then the action a; at state s; is less likely in the current policy than the old policy.

= [tis an easy way to estimate the divergence between policies.

LEUP(9) = E¢[min(r:(0)A,, clip(r:(6),1 —€,1 + €)A;)]

T (ae|se)
Tota (A¢lSt)

T‘t(Q) =

L s Schulman et al. 2017, Proximal Policy Optimization Algorithms 115
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PPO Objective: The Unclipped Part

= A, is the advantage and quantifies how much better an action is compared to the policy’s
average action in a given state: A™(s,a) = Q™(s,a) — V™(s)

o If 4, > 0, the policy update should make such actions morelikely in the future.
o If A, <0, the policy update should make such actions /ess likely in the future

= This alone does not have any mechanism to prevent overly large policy updates.

LEUP(9) = Ey[min(r:(0)A;, clip(r(6),1 —€,1 + €)A;)]

L s Schulman et al. 2017, Proximal Policy Optimization Algorithms 116
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PPO Objective: The Clipped Part

» Truncates the ratio r:(8) to ensure it does not fall outside the specified range [1 —€,1 + €]
o If r.(8) is within the range, then r.(8) remains unchanged
o Ifr.(0) is less than 1 — e then it is “clipped”tobe 1 — ¢
o If r(0) is greater than 1 + € then it is “clipped”to be 1 + ¢

= Clipping acts as a guardrail; it simply cuts off the extremes

= Taking the minimum of unclipped and clipped prevents the policy from updating too much in one
step, which could lead to large, potentially unstable changes in the policy.

LEUP(9) = E¢[min(r:(0)A,, clip(r:(8),1 —€,1 + €)4;)]

1—€¢ ifr(0) <1-—¢
clip(ry(0),1 —¢,14+¢€) =<1+€ ifry(6) >1+¢€
r:(0) else

L s Schulman et al. 2017, Proximal Policy Optimization Algorithms 117
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Bonus

Proximal Policy Optimization - Objective
= Remember, the objective is maximizing r.(8) A, without r.(8) deviating too much from 1.
LEUP(9) = E¢[min(r:(0)A,, clip(r:(6),1 — 6,1+ €)4;)]
A<o Te(0) =

N
— Yt(O)At
mgax \ 1—l61 .
i

- er%/mm.
ol (BE)B LCLIPIQ)

g (ac|st)
Tota (At|St)

N
Qte)At |
(HE)AL |-

e o= - - - - —— -

Tro (Qt1S%)
T0hudd (CitISE) | LCHT




Bonus

Summary:

Attempt 1: Policy gradient (variances are too high)
gPG = E[Vg logmg (atlst) Ryl

Attempt 2: TRPO (constrained opt; linearize the problem around the current policy)
mo(as | 5¢) At:|
Waold(at ! St)

subject to  Ey[KL[mg, . (- | 5¢), ma(- | 51)]] <0

A~

maxiemize E; {

Attempt 3: PPO (clip the ratios at some eps):

Clip a value based on an
upper and lower bound

I_M
L (0) = E4 [min(rs(0) Ag, CLIP(r(0),1 — €, 1 + €) Ay)]
N’
£ | Take the minimum of two values

> H 120



Algorithm 1 PPO-Clip Bonus

1: Input: initial policy paramecters 6y, initial value function parameters ¢

2: for £ =0,1,2,... do

3:  Collect set of trajectori

4:  Compute rewards-to-go

5. Compute advantage estimates, A (using any method of advantage estimation) based
on the current value function Vj, .

6:  Update the policy by maximizing the PPO-Clip

Previous we defined:
A™(s,a) = Q" (s,a) = V™(s)

}(Hk) in the environment.

What does it mean that we use
advantage here instead of rewards?

T (a|51)
Aﬂ'@ 1 ~Aﬂ-e - 1
|Dk\T Z Zl’ﬂl (mk (@s0) k(s ar), gle. k(St}a’t))) |

7Dy t=0
clip(p:(0),1 —e,1 +€)As)],

Or 1 = arg max

typically via stochastic gradient ascent with Adam.
7. Fit value function by regression on mean-squared error:

Question: where do we
compute Q func?

Pr+1 = arg mq}ﬂ lpilT Z Z_: (Vfb(st) - ﬁt)Q,

typically via some gradient descent algorithm.

8: end for Schulman et al. 2017, Proximal Policy Optimization Algorithms Pseudocode source
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Recent Extension:
Group Relative Policy Optimization (GRPO)

= PPO has 4 LLMs in the mix: reward, value, policy and reference policy.
o Massive memory footprint.

= GRPO drops the value model. - Significant reduction of memory usage.

= Remember the reason that we had value function in PPO is to estimate “advantage”
values.

o If we find alternative way of estimating advantage, we can drop value function.

&) ; 127



GRPO: Key Idea

= Execute multiple rollouts from each.

= Given these rollouts, we can estimate the
“advantage” function based on the relative
goodness of these responses.

A _ ~ _ ri—mean(r)
Air =Ti = —5q00

GRPO

L 1

Policy
Model

-

= Advantage of each rollout is simply the gap between its reward compared to the
mean reward of other responses, normalized with std.

oy
ol

DeepSeekMath: Pushing the Limits of Mathematical Reasoning in Open Language Models, 2024
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Bonus

GRPO Reference
Model
GRPO G H e - Lo G e O
— [oc | 7 ) (46 ]
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-
GRPO vs PPO: The objectives

A?PPO(B) = ]E[q ~ P(Q), ~ g, (Olq)] - Z l g (Otlcb 0<t) Ay, Cllp ( g (Otht 0<t) , 1— £, 1 +£) Atl ,

=1 0014 (Ot |qr O<t) 0414 (Othl 0<t)

Jorro(0) = E[q ~ P(Q), {0} ~ mg,, (Olq)]

o]
i 0; ’0' ~ . T (o] IO' A
_Z|o Z{ . l o0usla, o) Ai,t/ChP( 00930 0t 1-¢1 +€)Ai,tl-ﬂ]DKL [Jrellﬂrref]},
1

i—1 0,14 (Oi,t |qr Oi,<t) 9,14 (Oi,t |ql Oi,<t)

= Notice the algorithm distinguishes between g, mg_,,, Tref.
o mg: is the latest policy model (the target model we're training).
o mg,,,- is aslightly older version of the policy (from which we sampled rollouts a bit earlier).
o mg,,, is the reference model (from which we initialized the training).

L
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E-N
=y

GRPO

Reference
Model

GRPO o H{ s o) ey Do ) o o

Algorithm 1 Iterative Group Relative Policy Optimization
Input initial policy model mg, ,; reward models ry,; task prompts D; hyperparameters ¢, B, u

1: policy model mg « mg,
2: foriteration=1,...,1do

Notice the algorithm distinguishes

3:  reference model .. < g between mg, T, ) Tres.

4 forstep=1,...,Mdo

5 Sample a batch D, from D

6: Update the old policy model mg,,, < 7o

7 Sample G outputs {oi}f’;l ~ 1g,, (- | q) for each question q € Dy,

8 Compute rewards {r;}¢, for each sampled output o; by running r,

9: Compute A;, for the t-th token of o; through group relative advantage estimation.
10: for GRPO iteration=1, ..., u do
11: Update the policy model mg by maximizing the GRPO objective (Equation 21)

12: Update r,, through continuous training using a replay mechanism.
This is where gy and
Output g g, , diverge.

* DeepSeekMath: Pushing the Limits of Mathematical Reasoning in Open Language Models, 2024 132
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GRPO vs PPO

Reference
Model
—
Reward
Model

~——

Value

PPO

Trained
Models

GRPO KL

Frozen

1
if

Reference ” A Models
Model 1 1
Reward 5 Group A,
Model Computation|~ _—
OG rG A G

&9 JouNs H
L

I DeepSeekMath: Pushing the Limits of Mathematical Reasoning in Open Language Models. 2024 133



https://arxiv.org/pdf/2402.03300
https://arxiv.org/pdf/2402.03300
https://arxiv.org/pdf/2402.03300

“"Wow so novel”

= There is earlier work (2019) that applies group normalization trick to REINFORCE.

g L |
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Buy 4 REINFORCE SAMPLES,
GET A BASELINE FOR FREE!

‘Wouter Kool Herke van Hoof Max Welling

University of Amsterdam University of Amsterdam University of Amsterdam

ORTEC h.c.vanhoof@uva.nl CIFAR

w.w.m.kool@uva.nl m.welling@uva.nl
ABSTRACT

REINFORCE can be used to train models in structured prediction settings to di-
rectly optimize the test-time objective. However, the common case of sampling
one prediction per datapoint (input) is data-inefficient. We show that by drawing
multiple samples (predictions) per datapoint, we can learn with significantly less
data, as we freely obtain a REINFORCE baseline to reduce variance. Addition-
ally we derive a REINFORCE estimator with baseline, based on sampling without
replacement. Combined with a recent technique to sample sequences without re-
placement using Stochastic Beam Search, this improves the training procedure for
a sequence model that predicts the solution to the Travelling Salesman Problem.

Buy 4 REINFORCE Samples, Get a Baseline for Free!, 2019
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GRPO with rule-based rewards
(RL with Verifiable Feedback: RLVR)

= GRPO-Zero drops both real-valued reward and value models. Uses rule-based reward.

2.2.2. Reward Modeling # Reward functions

def correctness_reward_func(prompts, completions, answer, sxkwargs) —> list[fl
The reward is the source of the training signal, which decides the optimization direction of RL.

responses = [completion([@]['content'] for completion in completions]
To train DeepSeek-R1-Zero, we adopt a rule-based reward system that mainly consists of two q = prompts[@][-1]1['content']
types of rewards: extracted_responses = [extract_xml_answer(r) for r in responses]

print('-'%20, f"Question:\n{g}", f"\nAnswer:\n{answer[@]}", f"\nResponse:\

® Accuracy rewards: The accuracy reward model evaluates whether the response is correct. , .
return [2.0 if r == a else 0.0 for r, a in zip(extracted_responses, answer

For example, in the case of math problems with deterministic results, the model is required
to provide the final answer in a specified format (e.g., within a box), enabling reliable
rule-based verification of correctness. Similarly, for LeetCode problems, a compiler can be
used to generate feedback based on predefined test cases.

¢ Format rewards: In addition to the accuracy reward model, we employ a format reward
model that enforces the model to put its thinking process between ‘<think>" and ‘</think>"
tags. de

We do not apply the outcome or process neural reward model in developing DeepSeek-R1-Zero,
because we find that the neural reward model may suffer from reward hacking in the large-scale
reinforcement learning process, and retraining the reward model needs additional training
resources and it complicates the whole training pipeline.

def int_reward_func(completions, skkwargs) —> list[float]:
responses = [completion([@]['content'] for completion in completions]
extracted_responses = [extract_xml_answer(r) for r in responses]
return [0.5 if r.isdigit() else 8.0 for r in extracted_responses]

“h

strict_format_reward_func(completions, s#xkwargs) —> list[float]:

"""Reward function that checks if the completion has a specific format."™""
pattern = r"“<reasoning>\n.*?\n</reasoning>\n<answer>\n.*?\n</answer>\n$"
responses = [completion[@] ["content"] for completion in completions]
matches = [re.match(pattern, r, flags=re.DOTALL) for r in responses]
return [@.5 if match else ©.8 for match in matches]

g L |
-
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GRPO Variations: Remove KL

= We also added this whole clipping to account for KL.
= QOthers used other rationales:

2.3 Removing KL Divergence

The KL penalty term is used to regulate the divergence between the online policy and the frozen reference
policy. In the RLHF scenario [23], the goal of RL is to align the model behavior without diverging too far
from the initial model. However, during training the long-CoT reasoning model, the model distribution can
diverge significantly from the initial model, thus this restriction is not necessary. Therefore, we will exclude
the KL term from our proposed algorithm.

E-N
=

V% DAPO: An Open-Source LLM Reinforcement Learning System at Scale 137



GRPO Variations: Decouple clipping

jDAPO(g) - E(q,a)ND,{Oi zG:le’o[d (|Q)
G |oil

1 Z Z min (ri,t ()A; 4, clip (frz-,t(H), 1 —€low, 1 + shigh) }ii,t)

G
> i1 o i=1 t=1

We increase the value of epien to leave more room for the increase of low-probability tokens. As shown in
Figure 2, this adjustment effectively enhances the policy’s entropy and facilitates the generation of more
diverse samples. We keep €.y as it is, because increasing it will suppress the probability of these tokens to 0,
resulting in the collapse of the sampling space.
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O -M Reinforcement Learning
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00 System at Scale
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Step Step
(a) Accuracies on AIME. (b) Entropy of actor model.
-
< """ Figure 2 The accuracy on the AIME test set and the entropy of the actor model’s generated probabilities during the 138

RL training process, both before and after applying Clip-Higher strategy.



Bonus

Summary

RL has many model variants.

Thus far we have seen:
o Policy Gradient
o TRPO
o PPO
o GRPO

See implementation of alignment algorithms: https://huggingface.co/docs/trl/index

=aq {
= T

L
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Aligning Language Models:

Failures and Challenges




RL Failure: Reward Hacking

= “Reward hacking” is acommon problemin RL

Humanoid: Baseball Pitch - Throw

Throwing a ball to a target.

[https://openai.com/blog/faulty-reward-functions/]

=LA ‘ [Concrete Problems in Al Safety, 2016]
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Open question: will
RL Failure: Reward Hacking | rewardhacking goaway
— with enough scale?
= “Reward hacking” is a common problem in RL

The goal of this agent
Is to maximize scores

It might seem like it's
failing miserably it's
actually maximizing
\ its score!! Y ~d

SCORE LAPS TURBO  READN

- mso0 /3 o2z M
“hittps://openai.com/research/faulty-reward-functions [Video credit: Jack Clark] 145
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A Special Case: Reward Over-Optimization

= Goodhart’s law— when a measure becomes a target, it ceases to be a good
measure.

o (i.e., the proxy ceases to track the actual thing that you care about)

= Cobra effective:
o Colonial British in India placed a bounty for cobras to reduce their population.
o People began feeding cobras to claim reward!

\ | John Schulman 2023: https://www.youtube.com/watch?v=hhiLw5Q_UFg 146
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Reward Optimization

Reward model over-optimization

= Regularizing reward model is a 45 1.0y
delicate dance balancing: ;
o Distance to the prior h 0.8
o Following human preferences o
E, 0.6
o
J(e) = Esorr, [R($;0)] = BDg1 (o |7rer) 2-0_4-
The reward might be over-optimized, i.e., %
we might be increasing the reward but: @ O£
o KL-dist might go down - | | | | | | |
o Output preference might not change, 0 2 5 10 25 75 250
or even degrade KL from supervised baseline
v : . o 147
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Length Bias

100
= GPT-4
. < A
= Models that generate longer, and with R ChatGPT
more unique tokens tend to be preferred. ¥
= 75
o ShareGPT
) A
i i i S8, Human+GPT mix. s
= The eval in the figure is based on Al S | S osda it
evaluation, but the same can happen & 50 Dasnci003
with humans (preferring longer responses). § Human mix,
A Baize \Alpaca
w2
2 25 Code-Alpaca
= Unnatural Instructions A Dolly
k= Self-instruct A
= FlanV2 A A 4 CoT
0 SuperNI
0 40 80 120 160

Avg. # of Unique Tokens in Response

“ ; Exploring the State of Instruction Tuning on Open Resources, 2023 150



Alignment:
The Broader Picture




[Mis]Alighment

= “The result of arranging in or along a line, or into appropriate relative positions; the
layout or orientation of a thing or things disposed in this way” — Oxford Dictionary

,"'- JOHNS HOPKINS .



Alignment Problem is Everywhere!

= This is a fundamental problem of human society.
= Most things we do in our day-to-day life is an alignment problem.

E-N
oy
ol

[Slide Credit: Gillian Hadfield]

Bonus
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Bonus

Alignment Mechanisms in this Class

= This is a fundamental problem of human society.
= Most things we do in our day-to-day life is an alignment problem.

= In our class here are instances of alignment;
o You learning from my (hopefully!) excellent lectures,
o You asking questions and hearing my answetr,
o You solving homework assignments we designed,
O
O

You asking us during TA office hours,

E-N
=

o oS 171



Bonus

Alignment Mechanisms in Our Societies

We create a variety of mechanism in our society for “alignment”.
Norms and cultures are alignment mechanisms.

Markets are alignment mechanisms.

o The “invisible hand” — in a free market economy, self-interested
individuals operate through a system of mutual interdependence

which incentivizes them to make what is socially necessary, although - n
they may care only about their own well-being (Adam Smith). T’T\\
= Law and politics are alignment mechanisms. )

o Legal rules structure markets, correct market failures, redistribute resources.
o Legal and political institutions determine the social welfare function.

oy
ol

[Slide Credit: Gillian Hadfield] 172



-----

Asimov’s Principles for Robots

1. A robot may not injure a human being or, through inaction, allow
a human being to come to harm.

2. A robot must obey orders given it by human beings except where
such orders would conflict with the First Law.

3. A robot must protect its own existence as long as such protection
does not conflict with the First or Second Law.

[ What do you think? J




Bonus

“Alignment” with Human Intents

= Askell et al. 2020’s definition of “alignment”:

Al as “aligned” if it is,
helpful, honest, and harmless

= Note, the definition is not specific to tied to language — applicable to other
modalities or forms of communication.

[ What do you think? ]

175
[A General Language Assistant as a Laboratory for Alignment, 2021]
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Bonus

Let’s try a few thought experiments

= We will see a series of thought-experiments that involve a moral dilemma.

= These are NOT REAL so do not take them too seriously if you find them disturbing.

= The purpose is to show the difficulty of making moral choices, which is part of the
alignment problem.

SV I | 183



Bonus

Runaway Self-Driving Car

= Suppose you're an engineer tasked with “aligning” a self-driving car.
= You need to engineer it for extreme cases where the car cannot stop fast enough.

= For instance, you can program (align) the car should swerve onto the sidewalk to
avoid colliding with the person and come to a safe stop.

= Is this enough?

E-N
oy
ol
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-
Runaway Self-Driving Car (1)

= How about this scenario?

= The car is heading toward five workers standing on the road.
However, there is also one worker on the side of the road.
Should the car swerve to the side killing one but saving five?

= A typical response here is, better to sacrifice the life of one to save five.
= Underlying moral argument: always minimize the number of lives lost.

185
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Runaway Self-Driving Car (2)

= How about this scenario?

= The car is heading toward five workers standing on the road.
However, there is also two pregnant women on the side of the road.

What should the self-driving car do here?

= Does the moral argument (minimizing the number of lives lost) work here?

E-N
oy
ol
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... .| Bonus

= Moral philosophy—a branch of philosophy that deals with questions gﬁg ? gﬁg

WHAT'S THE RIGHT THING TO DO?

about what is right and wrong, MICHAEL §. SANDEL

o Examines various ethical theories, such as utilitarianism,
virtue ethics, and moral relativism, to understand how
individuals and societies should make ethical decisions.

What is the Right Thing to Do?

= As Al technology becomes more prevalent in various aspects of society, there are
ethical questions about how it should be developed, deployed, and regulated.
o Moral philosophy provides frameworks for evaluating the ethical implications of
Al, such as questions about fairness, accountability, transparency, and privacy.

187
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Whose Values?

= Whose Values? Determined how and by who?
= This is a fundamental problem of human society.

oy
b |

[Slide Credit: Gillian Hadfield]
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Demographics of ann

otators

J1-
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J1-
jumbo
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RELIG

0.804
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0.796

0.810
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0.702

0.675
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0.802
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0.791
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Hindu
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0.686
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0.646

0.667

0.720

0.705

0.781

0.776

0.775

0.783

0.780

0.647

0.672

0.722

0.706

0.809

0.805

0.803

0.816

0.804

0.656

0.662

0.707

0.682

0.790

0.784

0.782

0.789

0.784

0.651

0.667
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Refusal

= Knowing when to refuse to answer.

= This is quite tricky.
o Killing someone vs killing a Python process:

Terminating All Python Processes on an Ubuntu Server v

How can i kill all python processes in my ubuntu server? @
| apologize, | should not provide recommendations about harming processes or

systems.

A\ " Copy 7 Retry

https://www.reddit.com/r/LocalLLaMA/comments/180p17f/new claude 21 refuses to kill a python process/

B3 ToH~Ns Hi

Bonus
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Refusal

Toxic Prompts Rejection Rate

100+

951

90

851

80 1

75

70

65 -

Bonus

-2.1
Llama-2-1ib Claude—3—scﬂﬁgg‘e
Llama-2-7B~. N\ i
. -y ©
Gemini-1.5-flash ——gp_~ \
GPT-4-turbo-2024-04-09* = Qrlaude\3-haik
Qwen-1.5-328 _ Gémini-1.5-prox [ 2-dex3-hatku
& & Llama-3-8b : | Llama-2-70b
<> * - = Claude-3-opus
GPT-3:5-turbo-0301
GPT-4-0125-preview GPT-3.5-turbo-0613 4 Qwen-1.5-72B
Gemma-7b_ - :
£ e ¢ Qwen-1.5-7B
GPT-40 -
Mistral-small-latest
. Iﬂ:GeAmini-l.O—pro =
A
o| Mistral-medium-latest Llama-3-70b*
©
s A © Claude
Zh  Gemini
Mistral-large-latest 4% GPT-3.5
$2 GPT-4
> Llama-2
I Llama-3
Over-Refusal .
GPT-3.5-turbo-0125 B . /A Mistral
* <> Qwen
20 40 60 80 100
Seemingly Toxic Prompts Rejection Rate
193



https://arxiv.org/pdf/2405.20947
https://arxiv.org/pdf/2405.20947
https://arxiv.org/pdf/2405.20947
https://arxiv.org/pdf/2405.20947
https://arxiv.org/pdf/2405.20947
https://arxiv.org/pdf/2405.20947

oy
. |

-
Aligning LLMs: Summary

= RLHF is an essential, but complex and compute-intensive process to make expressive
LLMs useful.

= Data is the key to the process, and it requires careful curation and annotation
= Many open problems, a lot of active research in this area

195



=
JOHNS HOPKINS

WHITING SCHOOL
of ENGINEERING

© The Johns Hopkins University 2023, All Rights Reserved.



	Slide 1: Aligning Self-Supervised Models with Human Intents
	Slide 7: [Mis]Alignment in Language Models
	Slide 9
	Slide 10: Instruction-tuning 
	Slide 11: Instruction-tuning 
	Slide 12: Scaling Instruction-Tuning
	Slide 15: Limits of Instruction-Tuning 
	Slide 16: Limits of Instruction-Tuning 
	Slide 18
	Slide 20: Reinforcement Learning: Intuition
	Slide 21: Intuition
	Slide 22: Intuition
	Slide 23: Intuition
	Slide 24: Intuition
	Slide 25: Intuition
	Slide 27: Reinforcement Learning: Formalism
	Slide 28: Reinforcement Learning  from Human Feedback
	Slide 29: Reinforcement Learning  from Human Feedback
	Slide 36: Step 1: Estimating the Reward cap R
	Slide 37: Step 1: Estimating the Reward cap R
	Slide 39: Step 2: Optimizing the  Policy Function
	Slide 40: Step 2: Optimizing the  Policy Function
	Slide 41: Policy Gradient [Williams, 1992]
	Slide 42: Derivations (check it later in your own time!)  
	Slide 43: Policy Gradient [Williams, 1992]
	Slide 44: Putting it Together 
	Slide 45: Putting it Together (2)
	Slide 46: Putting it Together (3)
	Slide 47: Putting it Together (4)
	Slide 48: One missing ingredient 
	Slide 49: One missing ingredient 
	Slide 50: Regularizing with Pre-trained Model 
	Slide 51: Putting it All Together:  RLHF as a Basic Policy Gradient
	Slide 52: The overall recipe 👨‍🍳
	Slide 55: Summary: RLHF with Simple Policy Gradient 
	Slide 56
	Slide 57: What is the Standard? 
	Slide 67
	Slide 68: Simplifying RLHF
	Slide 69: Direct Policy Optimization (DPO) - Intuition
	Slide 70
	Slide 72: DPO Algorithm 
	Slide 73: Wait what happened to the KL divergence? 
	Slide 74: Quiz
	Slide 75: DPO Limitations 
	Slide 76: DPO: Derivation 
	Slide 79: DPO: Derivation 
	Slide 80: DPO: Derivation 
	Slide 81: Summary
	Slide 85: The Bigger Picture 
	Slide 86: Notation and goal
	Slide 87: Decision making mechanisms 
	Slide 90: Policy Gradient updates 
	Slide 92: REINFORCE: Challenges 
	Slide 93: The baseline estimate 
	Slide 94: The baseline estimate 
	Slide 95: Variance reduction: the simple case
	Slide 96: Variance reduction: control variates 
	Slide 97: Variance reduction: control variates 
	Slide 98: Variance reduction: an example 
	Slide 99: Variance reduction: example
	Slide 100: Variance reduction: an example 
	Slide 101: What can be a baseline? 
	Slide 102: Value Function as a Baseline
	Slide 103: Value Function as a Baseline
	Slide 104: Policy Gradient with Advantage Function
	Slide 105: Summary so far
	Slide 106: Sampling from target or ref policy?
	Slide 107: Trust Region Policy Optimization (TRPO)
	Slide 109: Trust Region Policy Optimization (TRPO)
	Slide 114: PPO Objective w/ clipped objective
	Slide 115: PPO Objective: The Ratio Function 
	Slide 116: PPO Objective: The Unclipped Part 
	Slide 117: PPO Objective: The Clipped Part 
	Slide 118: Proximal Policy Optimization - Objective
	Slide 120: Summary:
	Slide 121: Proximal Policy Optimization (PPO)
	Slide 127: Recent Extension:  Group Relative Policy Optimization (GRPO)
	Slide 128: GRPO: Key Idea 
	Slide 129: GRPO
	Slide 130: GRPO vs PPO: The objectives 
	Slide 132: GRPO
	Slide 133: GRPO vs PPO
	Slide 134: “Wow so novel” 
	Slide 135: GRPO with rule-based rewards  (RL with Verifiable Feedback: RLVR) 
	Slide 137: GRPO Variations: Remove KL
	Slide 138: GRPO Variations: Decouple clipping 
	Slide 142: Summary 
	Slide 143
	Slide 144: RL Failure: Reward Hacking
	Slide 145: RL Failure: Reward Hacking
	Slide 146: A Special Case: Reward Over-Optimization
	Slide 147: Reward Optimization
	Slide 150: Length Bias 
	Slide 168
	Slide 169: [Mis]Alignment 
	Slide 170: Alignment Problem is Everywhere! 
	Slide 171: Alignment Mechanisms in this Class 
	Slide 172: Alignment Mechanisms in Our Societies
	Slide 174: Asimov’s Principles for Robots
	Slide 175: “Alignment” with Human Intents 
	Slide 183: Let’s try a few thought experiments 
	Slide 184: Runaway Self-Driving Car
	Slide 185: Runaway Self-Driving Car (1)
	Slide 186: Runaway Self-Driving Car (2)
	Slide 187: What is the Right Thing to Do? 
	Slide 188: Whose Values? 
	Slide 189: Demographics of annotators 
	Slide 192: Refusal 
	Slide 193: Refusal 
	Slide 195: Aligning LLMs: Summary
	Slide 198

