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ChatGPT/GPT4 are real generalists
Official examples Passing exams Writing a real website for me!
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How did models acquire the vast capabilities?
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Pretraining
(GPT3*: 499 Billion tokens)

Fine-tuning
(InstructGPT*: 44K examples)

* Brown et al., 2020. GPT3, Ouyang et al., 2022. InstructGPT

https://arxiv.org/abs/2005.14165
https://arxiv.org/abs/2203.02155
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Outline of this talk

● Fundamentals: cross-task generalization in NLP tasks

○ Super-NaturalInstructions: Generalization via Declarative Instructions on 1600+ NLP Tasks

● Replicating ChatGPT: 

○ Self-Instruct: Aligning Language Model with Self-Generated Instructions

● Discussion of recent trends and future directions
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https://arxiv.org/abs/2204.07705
https://arxiv.org/abs/2212.10560


NLP before 2018: building task-specific models
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Classical multi-task learning
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* McCann et al., 2019 DecaNLP

https://arxiv.org/abs/1806.08730


Classical MTL cannot generalize to unseen tasks
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Generalization to unseen tasks via instructions
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*Mishra et al., 2022 Natural Instructions V1

https://arxiv.org/abs/2104.08773


Benchmarking massive MTL and cross-tasks generalization
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● Super-NaturalInstructions collection: 1616 tasks in 76 broad categories



Expert-written instructions for all tasks
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Strict train/test split for cross-task generalization
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Instruction tuning significantly improves LLMs
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What are the most important factors?

● Diverse tasks, rather than more data in a single task
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What are the most important factors?

● Bigger pretrained language models
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What are the most important factors?

● Good instructions or in-context examples
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Takeaways

● Cross-task generalization via instructions is plausible.

● Super-NaturalInstructions provides a rich playground for such study.

● For instruction tuning:
○ Task/Instruction diversity is important!

○ Larger models bring in consistent improvement - not converged yet.

○ Large number of training instances could lead to overfitting to the training task.
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- Ok, cool. Can I try your model for my creative needs?
- Sorry, you might get disappointed.
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Other models trained on existing NLP datasets
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InstructGPT is great!
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Data is OpenAI’s secret weapon
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Can we construct a similar instruction dataset by crowdsourcing?

We did a pilot study but found that:

● Writing diverse instructions requires creativity.

● Writing instances for different instructions requires broad expertise.

● Impractical for crowd workers.
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Can LLMs generate instruction data? 
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Pretraining
(GPT3*: 499 Billion tokens)

LLMs should know 
a lot of tasks!



LLMs can be prompted to generate instructions
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LLMs can be prompted to generate instructions
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LM can be prompted to generate instances
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LM can be prompted to generate instances
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Instruction data generation pipeline
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Generating 52K instructions with GPT3

● We applied self-instruct to GPT3 (``davinci`` engine).

● We generated 52K instructions and 82K instances.

● ROUGE-L overlap between any pair of instructions < 0.7.
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Tasks generated by GPT3
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● 200 random instructions are sampled for quality check

Review Question Yes %

Does the instruction describe a valid task? 92%

Is the input appropriate for the instruction? 79%

Is the output a correct and acceptable response to the instruction and input? 58%

All fields are valid. 54%

Data quality review
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● We finetuned GPT3 with this synthetic instruction data via their API*.
● Two epochs.
● $338 for finetuning the “davinci” engine on the 82K instances.

* still unclear about the precise details of how the API work (e.g., which 
parameters are updated, or which version of the GPT3 model is used).

Self-instruct: finetuning GPT3 with the data generated by itself
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1. Self-Instruct boosts GPT3 by 33.1%. 
2. Nearly matches the perf. of InstructGPT

001
3. Complementary improvement to the existing human-labeled training set.

Performance on SuperNI
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Expert evaluation on 252 user-oriented instructions
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• More instructions -> better perf.
• Slower gain after the size of 16K

Effect of data size and data quality (using human eval)
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• Improving the output quality (using 
InstructGPT-003) can significantly 
boost the performance.

Effect of data size and data quality (using human eval)
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Takeaways
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● You don’t need a huge amount of labeled data to get good initial instruction 

following ability.

● LLMs themselves know many tasks/skills.

● One aspect of instruction tuning is to elicit these skills.
○ i.e., alignment.

○ Self-instruct is an extreme setup.

● Self-instruct is applicable to a broad range of LLMs, both vanilla and 

instruction-tuned.

● More broadly, humans & AI should collaborate in building datasets.



Recent trend: more variants of self-instruct

● The major improvements
○ Distilling from GPT3.5/ChatGPT/GPT4

○ Simplified pipeline - no special care for classification tasks

○ Better seed tasks (e.g., using ShareGPT)

○ Dialogue format

○ Finetuning LLaMa
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Licensing concern about using OpenAI output?

● Ok, we can generate data using LLaMa “self”-instruct.
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Licensing concern about using OpenAI output?

● Ok, we can generate data using LLaMa “self”-instruct.
● More human-labeled data will come out soon (e.g., Free Dolly)
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https://www.databricks.com/blog/2023/04/12/dolly-first-open-commercially-viable-instruction-tuned-llm


Promising directions

● Understanding the fundamentals of instruction tuning.

● Combining all efforts and building an open-sourced general-purpose model.
○ A lot of data will come.

○ LLaMa is a good base model, and more base models will come.

○ The open-source community will catch up soon.

● Algorithms for further improving the models (human feedback or self-improve)

● Specialization/personalization of general-purpose models.
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Promising directions (cont.)
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Pretraining

Fine-tuning
(sft, rlhf, etc.)

Extensive data will be 
generated here!



Thanks!

https://github.com/yizhongw/self-instruct
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https://github.com/yizhongw/self-instruct

